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Abstract

Endovascular image guided interventions (EIGI) are a minimally invasive alternative for the treat-

ing stroke and other vascular diseases that minimize patient discomfort and have reduced mortality

and morbidity. The image quality delivered to physicians, both in spatial and temporal resolution,

can influence diagnostic and treatment decisions directly related to patient outcomes. Current state-

of-the-art detector systems provide sub-optimal spatial resolution for visualization of fine image

detail and temporal resolution has been limited to tens of frames per second at best. The medical

physics research group at the University at Buffalo’s Canon Stroke and Vascular Research Center

has worked to improve both these aspects of imaging detectors, including an array of region-

of-interest, small field-of-view, high-resolution detectors, and a new high-speed high-resolution

direct-detector capable of providing high-quality images and detailed blood flow patterns.

The high-resolution properties of a region-of-interest “Hi-Def” detector was assessed with a

family of detector metrics designated Relative Object Detectability (ROD) metrics. The ROD

metrics are a task-based group of metrics that compare the relative imaging capabilities of differ-

ent detector systems. The ROD metric is the product of a detector DQE and a simulated object

function, integrated over all spatial frequencies, and divided by the respective integral of another

detector. This metric gives an idealized comparison of the performance of two imaging systems

in detecting specific objects. Another metric from the ROD family is the Generalized Relative

Object Detectability (G-ROD) metric. This metric is calculated in a manner similar to the ROD

metric but uses the Generalized DQE (G-DQE) which takes into account elements of the detector

system such as focal spot size, scatter, etc. The final metric calculated was the Generalized Mea-
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sured Relative Object Detectability (GM-ROD). The GM-ROD is measured using images of real

objects, which gives the most accurate comparison of detector systems relative performance. The

GM-ROD is calculated from the ratio of the square of the Fourier transform of the object’s image,

divided by the generalized NNPS (GNNPS), integrated over all spatial frequencies, and divided by

the respective integral of another detector.

The bulk of this dissertation is principally concerned with the effects of high-speed motion and

the application of high-speed detectors to new challenges. The first question examined is the effect

of motion blur due to rapid gantry-motion, particularly during the acquisition of Cone-Beam CT

(CBCT). The magnitude of the blur in individual projections is examined in relation to different

factors such as gantry speed, object position, and x-ray pulse duration. This study was followed up

by examining the contributions of individual projections to reconstructions. To do this, a detailed

phantom was simulated and individual projections were intentionally blurred. From these blurred

projections, the initial phantom was reconstructed using filtered backprojection, the reconstructed

image was compared to the initial phantom, and the magnitude of blur was measured.

One of the greatest challenges facing EIGIs is evaluating the interventional procedure and as-

sessing the impact of the procedure on blood flow. The application of high-speed imaging to this

particular challenge has shown much potential in revealing detailed flow dynamics to intervention-

alists during a procedure. To examine such detail a new direct detector with 100 µm pixel spacing

and 1000 fps imaging capabilities was used to image the motion of contrast in a number of mod-

els. Initially the movement of contrast within the heart of a mouse and subsequently a rabbit was

examined under x-ray. Following this experiment, 3D printed models of arterial stenosis and cere-

bral aneurysms were examined for how these disease states may impact blood flow in the vessel.

Methods for using high-speed imaging were examined based on frame rates, timing windows, and

simultaneous acquisition during conventional DA and DSA exams.

Using high-speed angiography (HSA) enabled the quantification of flow details using multiple

methods. Initially, flow velocities were measured manually by tracking blobs of contrast across

multiple frames. Flow velocities were derived from this manually acquired positional information
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and mapped onto vessel images. Later, particles soaked in contrast were injected into the same

phantoms and were tracked using methods similar to those employed in particle image velocimetry

(PIV) the current gold standard for measuring flow. Finally, the effects of stenosis on contrast flow

were examined based on properties such as transit time and contrast density. Each method provided

new experimental information into the flow dynamics within diseased vessels that may be useful

to physicians in diagnosing, planning, and treating patients.
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Chapter 1

Introduction

1.1 Motivation

The current state of the art method for treating arterial pathologies makes use of x-ray imaging to

guide interventional devices through a patient’s vasculature to the site of the pathology for min-

imally invasive treatment. These endovascular image guided interventions (EIGIs) make use of

state of the art technology that enables radiologists to visualize image details during treatment.

Current detectors are limited in spatial resolution which may hinder the assessment of device use.

It is for this reason that the imaging physics research team at the University at Buffalo SUNY has

sought to improve the spatial resolution of interventional detectors. The first part of this work at-

tempts to assess the performance improvement of a new high spatial resolution detector developed

in conjunction with Canon.

Along with improvements to spatial resolution the same group is seeking to make improve-

ments to the temporal resolution of x-ray detectors. Most detectors have very limited temporal

resolution, achieving no more than 30 fps. With such low frame rates vascular flow detail present

during contrast injections is almost entirely lost. This flow detail contains critical information that

could be used to diagnose or track the condition of certain pathologies, or could be used to assess

whether deployed devices have sufficiently altered flow dynamics to allow for healing. The second
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part of this work examines the use of very high frame rates (up to 1000 fps) and how it may be

employed in the clinic to improve interventional outcomes.

1.2 Risk of Stroke

A stroke is any disease that affects the vessels that carry oxygen and other nutrients to the brain

and is the fifth leading cause of death. In the United States alone there are more than 795,000

strokes each year. The risk of stroke is greatest among the elderly with nearly 75 percent of

strokes occurring in people over 65 and the risk of stroke more than doubles for every decade after

55.1 Stroke is also the leading cause of disability in the United States resulting in a number of

disabilities including problems with thinking, awareness, attention, learning, judgement, memory,

speech, depression, numbness, pain, and paralysis.2 Stroke occurs whenever an artery is either

blocked by a clot or a vessel ruptures, preventing blood from reaching parts of the brain leading

to the death of brain cells within minutes if proper blood flow is not restored. All strokes can

be divided between two categories: ischemic (caused by a clot or obstruction in the vessel) and

hemorrhagic (caused by vessel rupture).3

Ischemic strokes account for approximately 87 percent of all strokes. Ischemic strokes are

caused primarily by fatty deposits that either develop onsite at the fatty plaque within the blood

vessel (cerebral thrombosis) or develop elsewhere in the vascular system before becoming dis-

lodged and causing a blockage in a smaller vessel in the brain (cerebral embolism).4 Some is-

chemic strokes are transient (often referred to as a ministroke) and last only a few minutes due to

a temporary blockage. While ministrokes tend to do no permanent damage, they can indicate a

more severe future stroke and merit the same immediate medical attention a typical stroke would

receive.5

While only 13 percent of strokes are hemorrhagic,6 mortality rates of hemorrhagic strokes were

found to be 32 percent after 30 days compared to 12 percent after 30 days for ischemic stroke.7

Hemorrhagic strokes occur when a cerebral vessel weakens and ruptures allowing blood to leak
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into the brain. The pooling blood causes pressure to build up in the brain damaging the surrounding

tissue. Two vascular conditions lead to a rupture in a cerebral vessel: aneurysms and arteriovenous

malformations (AVMs).

An aneurysm is an enlarging of a blood vessel due to weak areas in the vessel and are the more

common cause of hemorrhagic strokes.6 Aneurysms can be divided into two categories based on

geometry: saccular and fusiform. The most common form of cerebral aneurysms are saccular

aneurysms, where a weakened portion of the vessel wall balloons out into a rounded sac attached

to an artery. Many aneurysms are small and cause no problems for patients. Nevertheless all

aneurysms have the potential to rupture, causing a stroke.8 It is therefore critical to monitor and, if

necessary, treat all diagnosed aneurysms.

AVMs are defects in the vascular system where a tangle of arteries and veins bypass capillaries

and divert oxygenated blood from the arteries to the veins. This diversion of blood robs organs

of some oxygen, though most AVMs are asymptomatic. Though the cause of AVMs is unknown,

there is evidence that they develop either during pregnancy or shortly after birth.9 Because AVMs

are composed of abnormal vessels they are weaker than typical vessels. High blood pressure can

cause vessels to dilate over time leading to eventual leaking or burst, causing a stroke.10

1.3 Stroke Diagnosis and Treatment

Since stroke affects the brain symptoms may vary from person to person and can manifest through-

out the body. Some of the most common symptoms include weakness or numbness (often in one

side of the body), sudden dimness of loss of vision (particularly in one eye), difficulty speak-

ing or understanding speech, dizziness, loss of balance, and sudden, excruciating headaches.11 If

someone shows symptoms of a stroke, they should be taken to the emergency room as quickly as

possible for diagnosis, and treatment.

Upon arrival at the emergency room, patients with stroke-like symptoms typically undergo a

computed tomography (CT) scan to localize the site of stroke and determine its cause. In some

3



www.manaraa.com

cases, a magnetic resonance imaging (MRI) scan may also be necessary for small, deep injuries.

Another common test is cerebral angiography in which X-ray contrast is injected into the cerebral

vasculature and an x-ray image is taken. The x-ray contrast is more attenuating than surround-

ing tissue and remains confined to the vasculature causing it to display more prominently in the

resulting x-ray image. The cerebral angiography highlights blood flow in the brain and allows

physicians to identify size and location of blockages.12 Once the stroke has been diagnosed and

located, treatment depends on whether a stroke is ischemic or hemorrhagic.

1.3.1 Treatment of Ischemic Stroke

If the stroke is ischemic, then treatment requires the removal of the blockage to restore blood flow

to the brain. One option is an injection of recombinant tissue plasminogen activator (tPA), also

known as alteplase, which can dissolve clots. To minimize risk of long-term damage and death,

alteplase must be administered to patients less than 4.5 hours after the symptoms of stroke began.

In some cases, physicians may determine that an emergency endovascular procedure is necessary.

In these cases a catheter is inserted into a patients artery (usually in the groin) and fluoroscopically

guided through the vasculature to the brain where drugs may be delivered directly to the site of the

stroke, or where the clot may be removed mechanically using a stent retriever.13

1.3.2 Treatment of Hemorrhagic Stroke

Small, unruptured aneurysms are asymptomatic making them difficult to diagnose. As aneurysms

grow, they may exert pressure on surrounding tissue causing pain, numbness, weakness, and other

symptoms that may still go undiagnosed. In fact, most cerebral aneurysms go unnoticed until rup-

ture or when detected during a medical imaging exam for another condition. Cerebral aneurysms

are usually identified and located via CT, MRI, and cerebral angiography.8

If an aneurysm is identified before rupture and the patient is determined to be at risk of rupture,

or if the aneurysm does rupture then there are three common treatment options available. First, a

neurosurgeon gains access to the aneurysm after removing a section of the patients skull and places
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a clip at the neck of the aneurysm to stop the flow into it. Second, an interventional radiologist

fluoroscopically guides a catheter to the aneurysm and fills the aneurysm with coils of wire that

disrupts the flow of blood into the aneurysm, sealing it off from the main artery. Third, is for the

interventional radiologist to deploy a flow diverter in the parent vessel. Flow diverters are stent-

like tubes that divert flow away from an aneurysm and allow it to heal.14 Methods two and three

are known as EIGIs and are less invasive than clipping. EIGIs also carry less risk of mortality and

morbidity for the patient and so are coming to replace surgical procedures when possible.15

In the last few decades, the number of patients diagnosed with AVMs has doubled though only

about 12% of people with AVMs experience symptoms. If an AVM begins to bleed it can lead to a

hemorrhagic stroke. Once an AVM begins to bleed the odds of rebleeding increase and it becomes

necessary to treat the AVM. Treatment options include microsurgery, endovascular embolization,

and stereotactic radiotherapy.16 In microsurgical treatment a surgeon gains access to the AVM and

it is resected from the brain. Endovascular embolization is a less invasive option in which a catheter

is guided to the AVM during an EIGI and a substance (a glue or coils) is injected into the AVM to

block the flow of blood into the vessel. In stereotactic radiosurgery, a focused beam of high-energy

radiation are concentrated on the AVM, damaging the tissue, and causing a scar that blocks the

bleeding.10

1.4 Imaging Technologies

EIGIs rely on x-ray imaging to guide the catheter to the interventional site and to carry out the in-

tervention. This imaging must balance the physician’s need to visualize the intervention against the

dose delivered to the patient. Current methods use real-time, low-dose x-ray fluoroscopy, in which

x-ray pulses (usually 3 to 30 pulses per second) create a video that allows physicians to monitor

the progress of the intervention. Physicians may also use angiography, a higher dose method that

images the passage of iodinated contrast through patient vasculature, to highlight patient anatomy

and disease morphology. Digital image processing can also be used in conjunction with these

5



www.manaraa.com

imaging methods to logarithmically subtract background structures or to provide physicians with

a “roadmap” during fluoroscopy.

All x-ray modalities rely on the same principle method for producing x-rays, namely an x-ray

tube. In x-ray tubes a tungsten cathode is heated up and releases electrons into a vacuum chamber.

The electrons are focused and accelerated by electric fields towards a tungsten anode. A fraction of

the electrons colliding with the anode produce x-rays with energies from 0 keV up to the maximum

voltage difference applied to the tube. Since only a fraction of the electrons produce x-ray photons

the majority of the energy becomes heat the anode can be spun to distribute the heat over a large

surface area to handle larger workloads. Two types of x-ray detectors are predominately used in

EIGIs: image intensifiers (IIs) and flat panel detectors (FPDs). These two detector types rely on

different methods for converting x-ray information in visible light displayed to an interventionalist.

1.4.1 Image Intensifiers

First developed in 1948, the image intensifier amplifies light signals from an input phosphor to

provide a conveniently bright visible light signal. The primary structures of the II as shown in

figure 1.1 are the input phosphor, photocathode, focusing electrodes, anodes, output phosphor, and

window. These various components work together to produce an electron beam that amplifies the

original x-ray signal. The use of an electron beam in the II requires that all the components be kept

under vacuum.

When x-rays first arrive at the II they pass through the input window, a thin aluminum cap

that maintains the vacuum but also attenuates some of the x-rays. After passing through the input

window the x-rays reach the input phosphor. The most common input phosphor for IIs is thallium-

doped cesium iodide (CsI:Th) which, as the name implies, converts incoming x-rays into visible

light. Cesium iodide is a common phosphor for x-ray detection because its attenuation properties

enable high efficiency while maintaining a relatively thin phosphor. Thin phosphors are preferred

because the visible light signal can spread laterally within the phosphor causing the image to

become slightly blurred. Cesium iodide is also preferred because the crystals can be grown in
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Figure 1.1: Diagram of image intensifier’s structure (Source: The AAPM/RSNA Physics Tutorial
for Residents).

columnar structures that can act as light pipes, further reducing the lateral spread of visible light

signals. Each x-ray interaction within the phosphor layer generates thousands of visible light

photons proportional to the energy of the x-ray.

In order to further amplify the original signal, the phosphor layer is followed by a photocathode.

The photocathode converts incident light photons to electrons which are then accelerated across

a vacuum towards an anode through a potential difference of 25-35 kV. To maintain the same

signal pattern from the input x-rays, focusing electrodes are used to guide the electrons towards an

anode, minimizing the pattern as the electrons are accelerated. The accelerated electrons bombard a

second phosphor layer (typically ZnCdS) which converts the electrons back into visible light. Due

to the increased kinetic energy of electrons across the vacuum, each electron interaction results in

thousands of light photons, further amplifying the initial signal. These photons then exit through

an output window optically coupled to a camera before being passed to a display.

There is a large difference between the size of the input phosphor and the output phosphor

allowing for a third stage of signal amplification known as minification. The magnitude of mini-
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Figure 1.2: Images depicting the pincushion distortion (left) and S distortion (right), two artifacts
that image intensifiers are susceptible to (Source: The AAPM/RSNA Physics Tutorial for Resi-
dents).

fication gain can be adjusted by changing the field size at the input phosphor and adjusting the

focusing electrodes to create an apparent magnification of an image. The greater the image mag-

nification, the lower the minification gain. The product of each of these amplifications give a total

system gain.

The nature of the image intensifier system makes it susceptible to a couple artifacts. First, and

most notably, the pincushion effect is when an image becomes warped around the edges due to

the curved geometry of the input phosphor and the flat output phosphor. Second, the S distortion

in which stray magnetic fields affect the electronic lensing within the image intensifier creating

random distortions dependent on the magnetic field strength and orientation (see figure 1.2).17

1.4.2 Flat Panel Detectors

Flat panel Thin-Film Transistor array detectors (FPDs) come in two major varieties: indirect and

direct detectors. The difference between the two types of detectors is the layer where x-ray interac-

tions occur. In a direct detector a semiconductor material interacts directly with incident radiation
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Figure 1.3: Diagrams of an individual dexel (left) and the circuitry for a TFT flat panel system
(right).

to produce electron-hole pairs in proportion to x-ray energy and intensity. Electrodes collect the

electron-hole pairs and apply a voltage bias to prevent lateral movement of charge in the semicon-

ductor. An indirect detector uses a scintillation layer (typically CsI) to convert x-rays to visible

light, proportional to x-ray energy and intensity. The visible light is collected by a light sensitive

array optically coupled to the back of the scintillation layer. In contrast to the direct detector, an

indirect detector has some blurring of the initial signal due to lateral movement of the visible light

in the scintillator.

In both direct and indirect detectors, the interacting layer is backed by an array of electronics

that collects and stores signal until individual detector elements (dexels) are read out. Each dexel

contains a charge collection electrode and capacitor for storage. These dexels are organized in rows

and columns with a thin film transistor (TFT) composed of a gate, source and drain that control

dexel readout. The electronic components take up some of the dexel area giving a “fill-factor”

(ratio of sensitive to insensitive region of the dexel) less than one (figure 1.3).18

FPDs are not subject to the same distortions and artifacts as IIs. Furthermore, the lack of a

vacuum envelope enables thinner, less dense materials to be used to cover the FPDs scintillator,

which reduces the attenuation of the FPD’s housing. FPDs digital nature also allows for greater

flexibility when binning or interpolating pixels to provide the adequate balance between image
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resolution and noise. These advantages among others have made FPDs the technology of choice

in most modern interventional suites.

1.5 Region of Interest Imagers

Though endovascular interventions provide a minimally invasive alternative to other procedures,

they do face challenges. One of the greatest obstacles to overcome is the visualization of the details

of patient anatomy and the fine featured instruments used in the treatment. Such visualization is

necessary not only for performing a procedure, but also for assessing the success or failure of a

treatment.

An interventionalist’s visualization at the site of an intervention can be improved through use of

a smaller field of view, high-resolution detector. These high-resolution detectors (or ROI detectors)

provide two benefits: improved visualization of fine details that may improve chances for treatment

success, and sparing of surrounding skin as dose is confined to the site of the treatment during use

of high-resolution detector.

There are currently two designs in use for ROI detectors: a separate detector that can be moved

in and out of the x-ray field with a mechanical changer arm, and an integrated detector built-in

to the standard FPD. The separate detector can be added to any current c-arm system, but the x-

ray field must be collimated to the ROI detector, typically requires a separate imaging chain for

displaying images, and does require a small amount of time to deploy. The integrated detector can

only be added to compatible c-arm systems, but once added is fully integrated into the preexisting

imaging chain allowing the field of view to be automatically collimated, and can be activated

instantly simply by pressing a button. Figure 1.4a shows a high-resolution ROI detector that can

be mounted to any c-arm and figure 1.4b shows an integrated detector with both large FOV standard

resolution and small FOV high-resolution capabilities. Note that the integrated detector would be

indistinguishable from a standard FPD detector.
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(a) (b)

Figure 1.4: Examples of ROI detectors showing a detector to be mounted to a c-arm (a) and one
integrated into a c-arm (b) (Source: Canon Medical Systems).

1.6 Present Work

Chapter 2 presents a comparison of the two modes of a new integrated ROI detector by assessing

detector performance through use of detector metrics. The metrics used compare spatial resolution

(MTF), noise performance (NNPS) and the general performance of an imaging system (DQE).

A direct comparison of the two imaging modes is made using a family of metrics known as the

Relative Object Detectability (ROD) metric.

Chapter 3 continues the work of chapter 2 by comparing the performance of a high-resolution

ROI detector with and without an anti-scatter grid in place. Anti-scatter grids are used to improve

image signal to noise ratio by preventing scatter from reaching the detector surface, but the grids

also attenuate some of the primary beam. To offset the attenuation of the primary beam the expo-

sure to the patient is increased. The ROI detector has a smaller field of view and therefore imaging

has reduced scatter. To assess the impact of the grid on image quality the DQE is measured for the

ROI detector with and without the grid in place and ROD metrics are calculated for both scenarios
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as well.

Chapter 4 begins by deriving the magnitude of image blurring due to gantry motion. The

contribution is found to be significant depending on the location of the feature, the magnitude

of the gantry’s rotational velocity, and duration of each frame exposure. The magnitude of the

blur in individual projection images is then verified experimentally. Blur due to gantry motion is

most likely to impact physicians’ visualization during acquisition of projections used to reconstruct

CBCT images. To investigate the impact of gantry motion blur, projection images were simulated

from a pattern phantom and the blurred projections were used to reconstruct images where the blur

could then be measured.

In Chapter 5, a new direct detector is introduced. This new detector is capable of operating at

up to 1000 fps and is used to image processes in the body that occur at high speed. Among these

processes are the movement of the heart (as imaged in animal models) and the movement of blood

through vessels (obtained from animal models and 3D printed phantoms). This chapter outlines

preliminary works examining how high-speed detectors may be used in the clinic to improve pa-

tient treatment, including the effect of deployed interventional devices on the flow of blood in and

around a saccular aneurysm.

Chapter 6 continues to build upon the work of chapter 4 by introducing quantitative methods to

the examination of flow details. The first portion of this chapter covers methods for quantifying the

velocity of blood flow within patient specific models. The following section uses methods similar

to techniques used in parametric imaging to evaluate the impact of stenosis of varying degrees on

blood flow with patient-specific phantoms.

The final chapter seeks to summarize the individual works examined in each chapter and to

discuss the next steps that are expected for these works.
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Chapter 2

Comparison of Integrated Detector Modes

Through Use of Imaging Metrics Including

the Relative Object Detectability (ROD)

Family of Metrics

2.1 Introduction

An interventionalist’s visualization of fine detail is paramount to the success of a neurovascular

image-guided intervention. Factors such as stent wall apposition, the presence of endoleaks, and

other details related to the placement of endovascular devices are critical in ensuring optimal pa-

tient outcomes. Conventional flat panel detectors (the current standard of care for neurovascular

interventions) typically have pixel sizes ranging from 140 to 200 µm,19 and lack the spatial resolu-

tion to resolve critical details that allow interventionalists to perform a procedure with confidence

in the final device placement. The medical physics imaging research group at the University at

Buffalo has worked to develop high-resolution, small field of view detectors that can be placed on

a mechanical arm to be moved in and out of the x-ray beam as needed by the interventionalist.
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These detectors have been used in the clinic for treatment, and studies show that interventionalists

prefer the image quality of high-resolution images to standard-resolution images.20,21,22

The same research group that originally developed the high-resolution ROI detectors has con-

tinued to collaborate with Canon Medical Systems to produce a new flat panel detector with inte-

grated standard resolution (196 µm pixel pitch) FPD mode and high resolution (76 µm pixel pitch)

Hi-Def mode. This new detector has the improved resolution capabilities of previous detectors

while also having the convenience of being able to switch detector modes instantly through use of

an electronic switch.

It has been shown qualitatively that interventionalists prefer the performance of the Hi-Def

mode relative to the FPD mode for images acquired during a simulated neurointerventional proce-

dure.23 To provide a quantitative comparison of the new Hi-Def mode relative to the performance

of the standard FPD mode standard detector metrics were acquired for both detector modes in-

cluding the detector MTF, NNPs, and DQE. Following the measurement of the standard detector

metrics a comparison was made using the generalized metrics (generalized MTF [GMTF], gen-

eralized NNPS [G-NNPS], and generalized DQE [GDQE]) which include system factors such as

magnification, focal spot blur, and scatter to the detector. Finally, a new family of metrics known

as the relative object detectability (ROD) metric, was used to compare the task-based performance

of the two detector modes imaging specific objects.

2.2 Materials and Methods

2.2.1 Details of Detector Modes

The flat panel detector from Canon, the new Alphenix Hi-Def Detector, is a unique hybrid detector

capable of switching instantly between two detector modes with an electronic switch (see figure

2.1). The two modes provide standard-resolution (FPD mode) for FOVs ranging from 6 to 12

inches and high-resolution (Hi-Def mode) for FOVs ranging from 1.5 to 3 inches. Canon’s detector

makes use of a single scintillation layer of thallium-doped CsI with a thin film transistor (TFT)

14



www.manaraa.com

readout coupled to the beam-side of the scintillator and a low-noise CMOS camera coupled to the

opposite side. When the FPD mode is activated the TFT readout is used providing 194 µm pixels

(2.6 lp/mm). Alternatively, the Hi-Def mode makes use of the CMOS detector with its 76 µm

pixels (6.6 lp/mm).

Figure 2.1: Canon’s Alphenix detector with integrated Hi-Def and FPD imaging modes (Source:
Canon Medical Systems).

2.2.2 Qualitative and Semi-Quantitative Comparisons

To provide a qualitative assessment of the detector performance under clinical conditions a pipeline

stent was deployed in a vascular phantom. The pipeline stent is composed of very thin wires the

require very high spatial resolution to resolve properly. To simulate imaging conditions during
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an interventional procedure a an anthropomorphic head phantom was placed below the vascular

phantom with deployed stent and images were acquired using both detector modes in DA mode

with small focal spot. The images for the Hi-Def mode and FPD mode were assessed side-by-side

for the visibility of stent struts.

For a semi-quantitative comparison of the two detectors a line-pair phantom was placed against

the outer face of the detector in both vertical and horizontal orientations. Raw images were ac-

quired using the system’s digital angiography (DA) mode with the maximum exposure allowed for

the small focal spot. An RQA5 phantom was placed in the beam’s path and the anti scatter grid

was left in place to mimic clinical circumstances. The images acquired using the FPD and Hi-Def

modes were placed side by side on a computer screen and the highest visible line-pair frequency

with no sign of aliasing was assessed.

2.2.3 Standard Metrics

The modulation transfer function (MTF) is widely accepted as the gold standard for comparing

spatial resolution performance between detectors. Several methods exist for calculating the MTF,

but for this experiment, we utilized the slanted edge method.24 In the edge response method a

precisely machined tungsten plate surrounded by lead is placed on the detector surface and angled

between 1.5° - 3° from the pixel array. An over-sampled edge spread function (ESF) was built

from the rows running perpendicular to the machined edge. The angling of the edge allows for the

oversampling of the MTF in which the angled edge allows for a sampling pitch much finer than

would otherwise be allowed by the detector pixel pitch as in each row of pixels the edge has been

slightly shifted.25 The MTF can be calculated from the ESF via the following:

MTF =

∣∣∣∣∫ d

dx
ESF (x) · e−2πixfdx

∣∣∣∣ (2.1)

Edge images were acquired using a standard RQA5 x-ray spectrum (21 mm of added aluminum

filtration at 70 kVp) as recommended in IEC 62220-126 along both axes of the pixel array. A set
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of 150 images were acquired for each orientation using 200 mA at 10 ms technique parameters.

The acquired images were dark-field and flat-field corrected before averaging the full sequence to

provide a single edge image.

The normalized noise power spectrum (NNPS) is a measurement that not only quantifies the

magnitude of noise, but also its “texture.” The NNPS gives a frequency dependent measure of the

correlation of noise and is calculated from flat-field images broken up into overlapping regions of

256 x 256 pixels as follows:

NNPS =
∆x ·∆y

d̄2 ·M · 256 · 256

M∑
m=1

∣∣∣∣∣∣
nx∑
i=1

ny∑
j=1

(I(xi, yj)− Ī) · e−
2πixiyjfxfy

nxny

∣∣∣∣∣∣
2

(2.2)

where d̄ is the average detector output signal, M is the number of ROIs, nx and ny are the number

of ROI rows and columns respectively, ∆x and ∆y are the pixel dimensions, I(xi, yi) is one of

the 256 x 256 pixel regions, and Ī is the same region with pixel values averaged across multiple

frames. Flat-field images were also acquired using an RQA5 x-ray spectrum. X-ray pulse length

was set to 10 ms and tube current was varied between 50, 100, and 160 mA to vary the exposure

per frame (measured at 30.2, 61.3, and 98.2 µR per frame respectively). Flat-field images were

dark-field and flat-field corrected before processing.

The detector’s detective quantum efficiency (DQE) is a measure of the detector systems out-

put signal to noise ratio (SNR) relative the detector’s input SNR and can be calculated from the

detector’s MTF and NNPS as follows:

DQE(f) =
MTF (f)2

Φ(X) ·NNPS(f)
(2.3)

where Φ(X) is the photon fluence ( quanta
mm2 ) for a given detector exposure. Photon fluence was calcu-

lated from the air kerma using the IEC conversion factor 30.17 photons
mm2·nGy for the RQA5 spectrum.26
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2.2.4 Generalized Metrics

Standard metrics neglect to include detrimental effects of the imaging chain such as magnification,

focal spot size, and scatter. As a result, the standard metrics give a somewhat idealized result of

the detectors performance. A set of generalized metrics have been developed to compare detectors

in am imaging chain.27,28 The first of these metrics is the generalized modulation transfer function

(G-MTF). The G-MTF quantifies the spatial resolution response of a detector system, while also

accounting for focal spot blurring, geometric unsharpness due to magnification, and scatter. The

G-MTF is defined in equation 2.4.

G−MTF (f, ρ,m) =
{

(1− ρ) ·MTFF ([m− 1] · f) + ρ ·MTFS(f)
}
·MTFD(f) (2.4)

where ρ is the scatter fraction m is the magnification, f is the spatial frequency, MTFF is the focal

spot MTF, MTFS is the scatter MTF, and MTFD is the detector MTF.

The MTFF is a measure of blurring due to the finite size of the focal spot and is directly

proportional to the magnification of an object. The MTFF can be measured directly from the

modulus of the Fourier transform of an image of a focal spot acquired with the use of a pinhole

camera.29 The MTFS measures the detrimental effect of scatter on the spatial response of the

imaging system30,31 which is directly proportional to the scatter and tends to dominate the low

spatial frequencies.

The G-MTF can further be scaled back to the object plane by including the magnification as

shown in equation 2.5.

G−MTF (f, ρ,m) =

{
(1− ρ) ·MTFF ([m− 1] · f

m
) + ρ ·MTFS(

f

m
)

}
·MTFD(

f

m
) (2.5)

The generalized normalized noise power spectrum (G-NNPS) scales the NNPSD (the detector
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NNPS) to the object plane according to equation 2.6.

G−NNPS(f,X,m) =
1

m2
·NNPSD(

f

m
,X) (2.6)

Note that if the magnification goes to 1 (meaning the object is at the detector plane) the expres-

sion for G-NNPS becomes equivalent to NNPSD.

Finally the generalized detective quantum efficiency (GDQE) can be calculate from the G-MTF

and the G-NNPS:

GDQE(f, ρ,X,m) =
G−MTF (f, ρ,m)2

Φ(X) ·G−NNPS(f,X,m)
(2.7)

where, as before, Φ(X,m) is the number of quanta per mm2 scaled from the detector face to the

object plane.

2.2.5 Relative Object Detectability Metrics

The standard metrics excel at quantify the detectors response and the generalized metrics provide a

mathematical description of the imaging system’s response, but neither assess the performance of

detectors in task-based tests. The relative object detectability (ROD) metric compares the relative

abilities of two detectors to image a simulated object. The noise equivalent quanta (NEQ) gives

the frequency dependence of the SNR2
out for a detector. When the NEQ is convolved with an

object image this gives the detector response to the object image, and the integral over spatial all

frequencies gives a detectability index for an ideal observer:32,33,34

d′2ideal =

∫ fNx

−fNx

∫ fNy

−fNy

∣∣OBJ(fx, fy)
∣∣2 ·NEQ(fx, fy)dfxdfy (2.8)

where fNx and fNy are the Nyquist frequencies in the x and y directions respectively, andOBJ(fx, fy)

is the Fourier transform of an object image. The OBJ(fx, fy) is computed from the position-

dependent signal differences relative to background for a simulated object (see equation 2.10) as

in equation 2.9:
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OBJ(fx, fy) =

∫ ∫
obj(x, y) · e−2πi(xfx+yfy)dxdy (2.9)

obj(x, y) =
background− signal

background
=
N0 −N0e

−µ·t(x,y)

N0

= 1− e−µ·t(x,y) (2.10)

where obj(x, y) is the object function in real space, N0 is the initial photon flux, µ is the lin-

ear attenuation coefficient of the object, t(x, y) is the position-dependent object thickness, and

OBJ(fx, fy) is the object function defined in frequency space. Figure 2.2a is an example of an

obj(x, y) function for an aluminum sphere and its corresponding OBJ(fx, fy) function is shown

in figure 2.2b.

(a) (b)

Figure 2.2: Examples of (a) obj(x, y) and (b) OBJ(fx, fy) for an aluminum sphere.

By replacing the NEQ in equation 2.8 with the DQE the efficiency of the detectability relative

to the input signal to noise ratio squared can be quantified.35 The ROD then can then be calculated

by taking the ratio of this quantity for two different detectors with a specified object giving the

relative performance of the two detectors for a specific object detection task.35
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ROD =

∫ fNx
−fNx

∫ fNy
−fNy

∣∣OBJ(fx, fy)
∣∣2 ·DQE1(fx, fy)dfxdfy∫ fNx

−fNx

∫ fNy
−fNy

∣∣OBJ(fx, fy)
∣∣2 ·DQE2(fx, fy)dfxdfy

(2.11)

The generalized metrics can alternatively be used in the ROD equation to create a new metric

known as the generalized-ROD36,37 (G-ROD). The G-ROD is mathematically defined in equation

2.12.

G−ROD =

∫ fNx
−fNx

∫ fNy
−fNy

∣∣OBJ(fx, fy)
∣∣2 ·GDQE1(fx, fy)dfxdfy∫ fNx

−fNx

∫ fNy
−fNy

∣∣OBJ(fx, fy)
∣∣2 ·GDQE2(fx, fy)dfxdfy

(2.12)

Substituting the standard metrics for the generalized metrics in equation 2.11 allows for the

inclusion of detrimental effects in the imaging chain (scatter, geometric unsharpness due to mag-

nification, and focal spot blur). This substitution allows for a task-based comparison of detector

systems’ detection ability for specified objects.

The final metric used for comparison in this work is the generalized-measured-ROD35,38 (GM-

ROD). The GM-ROD metric provides greater flexibility to comparing detector systems on the basis

of images acquired of real objects for detector systems. Given that the acquired image contains

both the object function (given by the object in the detector field of view and the x-ray spectrum’s

energy and fluence) convolved with the generalized-MTF (which describes the detector response

and the blurring effects introduced into the imaging chain) this removes the need to acquire the G-

MTF for an array of exposure conditions and simulate objects for comparison. Furthermore, since

the objects are real it allows for comparison of more complex geometries, such as flow-diverting

stents, that would be difficult to simulate realistically. Since the image includes the obj function

and the G-MTF, the GM-ROD can be calculated with just the object image and the G-NNPS as

shown in equation 2.13.

GM −ROD =

∫ fNx
−fNx

∫ fNy
−fNy

|OBJ1(fx,fy)|2
G−NNPS1(fx,fy)

dfxdfy∫ fNx
−fNx

∫ fNy
−fNy

|OBJ2(fx,fy)|2
G−NNPS2(fx,fy)

dfxdfy

(2.13)

The OBJN(fx, fy) in equation 2.13 refers to the Fourier transform of the object images ac-
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quired on detector 1 or 2. These object images are low noise images (produced by averaging a

large number acquired images) to reduce the impact of noise on the object function and G-MTF

built into the object images. The image was then inverted by subtracting the original image from

the average background image, making the object in the image the source of the digital signal.

Further analysis of the GM-ROD was performed by varying the integration bounds. Changing

integration bounds for the GM-ROD metric allows for a comparison of different features in the

object image. This enables a comparison of a detector system’s ability to image object detail by

focusing on the high spatial frequencies (where most image detail is contained) instead of the low

spatial frequencies (where the general shape of an image is contained). For example, figure 2.3a

is an image of a flow diverting stent acquired using the Hi-Def detector and figure 2.4b shows the

OBJ(fx, fy) for the same stent image. If only spatial frequencies above 1 lp
mm

are kept (see figure

2.4b for the corresponding OBJ(fx, fy)), then the image is reduced to almost only the stent strut

details that is shown in figure 2.3c. Conversely, the image corresponding to only the low spatial

frequencies (0 lp
mm

to 1 lp
mm

) is shown if figure 2.3b and contains almost no stent strut detail.

(a) (b) (c)

Figure 2.3: Examples of how changing the OBJ(fx, fy) function impacts the resultant image with
(a) containing all image data for OBJ(fx, fy), (b) containing image data from 0 lp

mm
to 1 lp

mm
, and

(c) containing image data from 1 lp
mm

to the Nyquist.
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(a) (b)

Figure 2.4: StentOBJ(fx, fy) function showing (a) all of frequency space and (b) frequency space
from 1 lp

mm
to the Nyquist.

2.3 Results

2.3.1 Qualitative and Semi-Quantitative Comparisons

Figures 2.5 and 2.6 are example images captured using both detector modes operating in digital

angiographic mode. The devices shown are pipeline stents deployed in vascular phantoms. It

can clearly be seen from the two figures that the Hi-Def mode (shown in figure 2.5b and 2.6b)

has improved imaging performance over the FPD mode (shown in figure 2.5a and 2.6a). The

comparison is the first qualitative comparison of the performance of the two detector modes and

was an important first step in assessing performance.
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(a) (b)

Figure 2.5: Images acquired of a pipeline stent deployed in a vascular phantom using (a) the new
detector’s FPD mode and (b) the new detector’s Hi-Def mode.

(a) (b)

Figure 2.6: Images acquired of pipeline stent deployed in a vascular phantom using (a) the new
detector’s FPD mode and (b) the new detector’s Hi-Def mode.

For a semi-quantitative comparison figure 2.7 shows a comparison of line-pair phantoms ac-

quired using both FPD (figure 2.7a) and Hi-Def (figure 2.7b) modes. Images were acquired with

the line-pair phantom oriented both vertically and horizontally, but for conciseness only the vertical
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images are shown here.

(a) (b)

Figure 2.7: Images acquired of a deployed pipeline stent in a vascular phantom using (a) the new
detector’s FPD mode and (b) the new detector’s Hi-Def mode.

The line pair phantoms were assessed by two users who determined maximum number of line

pairs that could be resolved from the image without aliasing. The Hi-Def mode demonstrated

superior imaging capabilities relative to the FPD mode and the full results of the test are shown in

table 2.1.

FPD Zoom Mode Hi-Def Zoom Mode
Mag Mode 3.3 inch 2.5 inch 3.0 inch 2.3 inch 1.5 inch

Vertical (lp/mm) 2.24 2.24 5.6 5.6 6.3
Horizontal (lp/mm) 2.24 2.24 5.6 5.6 6.3

Table 2.1: Evaluation of line-pair detector resolution in various detector modes

2.3.2 Standard Metrics

The MTF for the FPD and Hi-Def modes of the Alphenix detector has previously been measured

and reported by this group39 and are plotted in figure 2.8. The Hi-Def outperforms the FPD detector
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at all spatial frequencies. In the figure it is also clear that the smaller pixel size of the Hi-Def mode

not only enables the imaging of higher spatial frequencies that would otherwise be aliased by the

FPD zoom mode.

Figure 2.8: Plot of the MTF for Hi-Def and FPD zoom modes.

The NNPS for the FPD and Hi-Def zoom modes of the Alphenix detector has also been mea-

sured and are reported here (see figure 2.9). The plot shows that for low exposures the FPD has

lower noise than the Hi-Def zoom mode, due to the larger pixel size of the FPD zoom mode. An

images quantum noise is equal to
√
N , where N is the number of detected events, under most

circumstances. Since the NNPS was measured for both the Hi-Def and FPD zoom modes using

the same spectrum and the same technique parameters the exposure at the detector surface is the

same, and since photon fluence is proportional to exposure40 the number of quanta detected per

pixel is directly proportional to pixel area. As exposure increases, however, the noise is reduced

for both detectors and they approach similar performance.
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Figure 2.9: Plot of the NNPS for Hi-Def and FPD zoom modes.

The DQE for the FPD and Hi-Def zoom modes of the Alphenix detector were calculated from

the MTF and NNPS and have previously been reported by this group39 (see figure 2.10). For this

plot the NNPS for the highest exposure level, 98.2 µR, was used. In the plot it can be seen that the

Hi-Def zoom mode outperforms the FPD zoom mode at all but the very lowest of spatial frequen-

cies. This is owed principally to higher MTF of the Hi-Def mode across all spatial frequencies.

Further, the Hi-Def zoom mode has much higher performance in the high spatial frequency range

where, as discussed above, the image detail resides.
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Figure 2.10: Plot of the DQE for Hi-Def and FPD zoom modes.

2.3.3 Generalized Metrics

The G-MTF for the FPD and Hi-Def modes of the Alphenix detector has previously been measured

and reported by this group.39 The G-MTF has been measured for a variety of magnifications and

scatter fractions ranging from 1.05x to 1.40x magnification and 0.34 to 0.62 scatter fraction. Due

to limitations in space the G-MTFs for scatter fraction 0.34 with magnifications of 1.05x and 1.40x

only are displayed in figures 2.11 and 2.12 respectively. The Hi-Def outperforms the FPD mode at

all spatial frequencies under both conditions displayed in the plots. At low spatial frequencies the

detectors have very similar performance due to scatter, and increases in magnification reduce the

advantage of the Hi-Def due to geometric unsharpness.
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Figure 2.11: Plot of the G-MTF for Hi-Def and FPD zoom modes (ρ = 0.34, mag = 1.05).

Figure 2.12: Plot of the G-MTF for Hi-Def and FPD zoom modes (ρ = 0.34, mag = 1.40).

Given that the G-NNPS is primarily a scaling of the NNPS to the object plane through use of

the factor 1
m

it is not here reported, though it is used in the calculation of the GDQE.

The GDQE for the FPD and Hi-Def modes of the Alphenix detector has previously been mea-

sured and reported by this group.39 The GDQE has been measured for a variety of magnifications

and scatter fractions ranging from 1.05x to 1.40x magnification and 0.34 to 0.62 scatter fraction.

Due to limitations in space the GDQEs for scatter fraction 0.34 with magnifications of 1.05x and

1.40x only are displayed in figures 2.13 and 2.14 respectively. The Hi-Def outperforms the FPD
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mode at all spatial frequencies under both conditions displayed in the plots. At low spatial fre-

quencies the detectors have very similar performance due to scatter (just like in the G-MTF plots),

and increases in magnification reduce the advantage of the Hi-Def due to geometric unsharpness

with almost all gains lost for the highest magnification.

Figure 2.13: Plot of the GDQE for Hi-Def and FPD zoom modes (ρ = 0.34, mag = 1.05).

Figure 2.14: Plot of the GDQE for Hi-Def and FPD zoom modes (ρ = 0.34, mag = 1.40).
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2.3.4 ROD Metrics for Hi-Def Relative to FPD Mode

The ROD family of metrics makes task-based comparisons of detectors and detector systems using

both simulated and real objects. Previously simulated object functions have included spheres,

wires, iodinated vessels, discs, and cubes.35,37,41,42 For the purposes of this paper the only simulated

objects to be presented are spheres, wires, and discs.

ROD Metric Results

The task-based performance of the Hi-Def zoom mode was compared to the FPD zoom mode

based on the frequency dependent signal to noise performance of the detectors quantified in the

DQE. The imaging task used for the ROD comparison was simulated spheres, discs, and wires

with diameters ranging from 50 µm to 2 mm.39 The results of the comparison are shown below in

figure 2.15.

Figure 2.15: Plot of the ROD metric for Hi-Def and FPD zoom modes for spheres, discs, and
wires.

The plot demonstrates the superior performance of the Hi-Def zoom mode relative to the FPD

mode, especially for spheres and discs of small diameter (50 to 300 µm), with the Hi-Def mode
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outperforming the FPD mode by a factor 3.25 for the smallest objects. Spheres and discs had simi-

lar performance since the objects have similar profiles and therefore produce similar OBJ(fx, fy)

functions. The ROD value for the wire is lower than for the spheres and discs due to differences in

the OBJ(fx, fy) function, namely a higher value for the function in the lower spatial frequencies

due to the length of the wire as is shown in figure 2.16. The length of the wire enables improved

detectability even for the larger pixel size of the FPD zoom mode, though the Hi-Def still outper-

forms the FPD mode by a factor of 1.8 for the smallest objects. As object diameter increases, the

ROD value approaches unity due to the majority of the spatial information being confined to the

low spatial frequencies.

(a) (b)

Figure 2.16: OBJ(fx, fy) function for a 50 µ diameter (a) sphere and (b) wire.

G-ROD Metric Results

The relative task-based performance of the Hi-Def and FPD zoom modes once included in an

imaging chain was also measured for the same simulated objects and has been reported on by this

group.39 The results of the G-ROD for the Hi-Def relative to the FPD are show below in figures

2.17 and 2.18 for magnification factors of 1.05 and 1.40 respectively.
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Figure 2.17: Plot of the G-ROD metric for Hi-Def and FPD zoom modes for spheres, discs, and
wires.

Figure 2.18: Plot of the G-ROD metric for Hi-Def and FPD zoom modes for spheres, discs, and
wires.

Once again the plot shows the improved object detectability of the Hi-Def mode over the FPD

mode. For the 1.05 magnification factor the Hi-Def had nearly 2.2 times the performance of the

FPD mode for discs and spheres of 50 µm diameter and nearly 1.5 times the performance of

the FPD mode for wires of 50 µm diameter. Increasing the magnification factor to 1.40 greatly

reduces the performance of the Hi-Def mode relative to the FPD mode for small objects due to

magnification blurring, with the Hi-Def achieving just over 1.5 times the performance of the FPD
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mode for discs and spheres of 50 µm diameter and nearly 1.25 for wires of 50 µm diameter.

GM-ROD Metric Results

The GM-ROD was calculated using a pipeline stent centered in the FOV. Figure 2.19 shows the

two views of the pipeline stent imaged with the FPD zoom mode (figure 2.19a) and imaged with

the Hi-Def zoom mode (figure 2.19b) both images were acquired at 1.10x magnification using an

RQA5 spectrum. Following acquisition the images were cropped to the same spatial dimensions.

The images below qualitatively show an improvement in image quality for the Hi-Def zoom mode

given that the stent struts are more clearly visible.

(a) (b)

Figure 2.19: Stent images acquired using (a) the FPD zoom mode and (b) the Hi-Def zoom mode.

After acquisition and cropping, the images were inverted so the image signal came from the

stent object only. The images shown in figure 2.20 are the same images shown in figure 2.19

after subtracting the image from background. Following subtraction from background the images

were converted to frequency space and then divided by the G-NNPS of the corresponding detector

at each spatial frequency. The results were then integrated over frequency space to calculate the

detectability index for the stent object.
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(a) (b)

Figure 2.20: Inverted stent images acquired using (a) the FPD zoom mode and (b) the Hi-Def zoom
mode.

Table 2.2 displays the GM-ROD values of the Hi-Def zoom mode relative to the FPD zoom

mode as reported on previously.39 The GM-ROD results show the improved performance across

several magnification factors for varying integration bounds, with the Hi-Def producing a mini-

mum of 1.90 times the detectability index for stent images relative to the FPD’s performance and

nearly 10 times the detectability index of the FPD zoom mode for image detail (integration bounds

of 1.5 lp
mm

to the Nyquist).

GM-ROD of Stent Images (Hi-Def/FPD Zoom Modes)
Integration Bounds (cycles/mm)

0 to Nyquist 0.5 to Nyquist 1.0 to Nyquist 1.5 to Nyquist

M
ag

ni
fic

at
io

n 1.10 x 2.52 6.44 7.90 9.66
1.16 x 2.22 5.66 6.93 8.42
1.22 x 2.41 5.70 6.78 7.93
1.28 x 2.16 4.98 6.02 7.09
1.34 x 1.90 4.16 5.13 6.13

Table 2.2: GM-ROD values for different magnifications and spatial frequency integration bounds.
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2.4 Discussion

It is clear from the results presented in this chapter that the Hi-Def zoom mode has improved

performance over the FPD zoom mode under nearly all circumstances. The much smaller pixel

size of the Hi-Def zoom mode enables the imaging of higher spatial frequencies (up to 6.6 lp
mm

)

that are inaccessible to the FPD zoom mode. The low noise CMOS camera also gives relatively

similar noise performance for exposure levels common to Digital Angiography (DA) sequences.

These factors enable greater SNR performance for the Hi-Def mode across all but the lowest spatial

frequencies (as quantified by the detector DQEs).

The improved SNR of the Hi-Def zoom mode enabled greater performance of the Hi-Def zoom

mode relative to the FPD zoom mode across every task-based metric used to compare the two

modes. This was most apparent when comparing changes to the integration bounds used to calcu-

late the GM-ROD metric, allowing a more direct comparison of the detectors’ respective abilities

to image fine detail. This ability to detect device detail can have a great impact on the performance

of neuro-interventional procedures.

The above studies were performed using raw image files acquired from the Canon imaging sys-

tem. A CAN bus made by National Instruments43 allowed for the raw image data to be read in real

time to a separate computer terminal. A LabVIEW program called CAPIDS (Control Acquisition

Processing and Image Display System)44 was used to capture and save the raw image data. The

use of the raw image data allowed a direct comparison of detector performance without the effect

of image processing.

One concern that may arise from the use of the Hi-Def zoom mode is greater quantum noise

due to the smaller pixel size. As has been shown in this chapter the Hi-Def zoom mode has a higher

NNPS value, and therefore more noise, than the FPD mode under equivalent exposure conditions,

though the difference is reduced as exposure increases. However, the nature of the Hi-Def zoom

mode limits the FOV of the detector. This smaller FOV in turn reduces the scatter to the detector,

which could enable the removal of the anti-scatter grid during use of the Hi-Def zoom mode.
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The impact of the anti-scatter grid on image quality and exposure will be further examined in the

following chapter.

2.5 Conclusion

The ROD family of metrics has previously been useful for the quantification of detectors’ rela-

tive performance in imaging objects. This family of metrics has been used here to quantitatively

demonstrate the improved performance of the Hi-Def zoom mode relative to the FPD mode in

detecting an array of objects. The ROD demonstrates the maximum theoretical potential of the Hi-

Def to outperform the FPD, especially for very small features. The G-ROD metrics demonstrate a

more realistic measure of the expected performance of the Hi-Def relative to the FPD under more

clinically relevant conditions incorporating scatter and other factors contributing to object blur.

Finally, the GM-ROD is the most clinically relevant as it emphasizes the improved performance

of the Hi-Def in imaging real objects relative to the FPD, and especially demonstrates the abil-

ity of the Hi-Def zoom mode to resolve fine detail that is critical to successful treatment during

neuro-interventional procedures.
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Chapter 3

Effect of Anti-Scatter Grid on Performance

of Hi-Def Mode

3.1 Introduction

Scatter has long been known to degrade image quality by reducing image contrast in screen-film

radiography, and as a source of noise in digital radiography degrading the SNR.45 The deleterious

effects of scattered radiation eventually led to the development of grid systems46,47 to reduce scat-

ter to the detector. These grids typically consist of thin lead strips known as septa that can block

scattered radiation, alternating with interspace materials (carbon fiber, aluminum, and other radio-

luscent materials) that allow the primary radiation to pass through to the detector (see figure 3.1).

These grids help to manage scattered radiation, but at the cost of higher exposures to the patient

since the grid absorbs a significant portion of the primary radiation. The fraction of primary radia-

tion transmitted through the grid is the primary transmission factor and is approximately 60%45,48

for most modern grids.

The Alphenix detector comes equipped with an anti-scatter grid to preserve image quality, and

though use of a grid may be required under many circumstances there are additional methods that

can be used to manage scatter. For example, the level of scattered radiation increases with field
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Figure 3.1: Diagram of an anti-scatter grid showing septa and interspace material. The septa are
made of dense material, usually lead, to attenuate scattered radiation.

size and rises most sharply at the smallest field sizes before leveling off.49 Therefore, scatter to the

detector can be reduced through the use of smaller field sizes. Given that the Hi-Def mode makes

use of smaller field sizes already, it may be possible to use the Hi-Def mode without the need for

an anti-scatter grid.

To test the Hi-Def mode’s performance without an anti-scatter grid in place the same metrics

introduced in chapter 2 were used to measure detector performance for 3 of the standard field

sizes of the Hi-Def zoom mode. These metrics were then compared against the metrics for the Hi-

Def mode with the anti-scatter grid in place for identical technique parameters. For a task-based

comparison the G-ROD was also acquired for the Hi-Def zoom mode with and without the grid in

place.

3.2 Materials and Methods

3.2.1 Details of the Anti-Scatter Grid

Figure 3.2 shows a picture taken of the Alphenix anti-scatter grid. According to the label the gird

has a ratio of 15:1 with 80 lines per cm. The primary transmission factor of the grid was measured

with an ion chamber at the listed focal distance of 100 cm and was found to be 58% for an RQA5
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spectrum.

Figure 3.2: Picture of the grid equipped to the Alphenix detector.

After measuring the primary transmission factor, the next step was to measure the scatter fac-

tors for the different Hi-Def zoom mode field sizes. To simulate patient scatter the ANSI head

phantom50 was used. The ANSI head phantom consists of (starting from the bottom) 2.5 cm of

clear acrylic, followed by 2 mm of aluminum (type 1100 alloy), followed by another 10 cm of clear

acrylic, a 1 mm aluminum sheet (type 1100 alloy), and a final 2.5 cm of clear acrylic each layer
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measuring 30.5 cm by 30.5 cm. The ANSI phantom was placed on a patient table with the top

surface of the phantom positioned 10 cm from the detector surface. With the phantom in place the

scatter + primary exposure to the detector surface was measured with an ion chamber positioned

in the center of the field of view for the four pre-programmed Hi-Def zoom mode field sizes (3

in, 2.3 in, 1.5 in). To measure exposure to the detector surface due to primary radiation the table

was lowered to introduce a large air-gap, the ANSI head phantom was placed directly on top of the

x-ray tube housing, and the beam was collimated to just the ion chamber. The scatter fraction can

then be calculated in equation 3.1:

F =
(P + S)− P

P + S
=

S

P + S
(3.1)

where P is the primary ionization exposure and (P + S) is the scatter + primary ionization expo-

sure.

3.2.2 Metrics Used for Comparison

To quantify the effect of scatter on the detectors spatial response, the G-MTF was then measured

along both axes of the Hi-Def detector using the slanted edge method.24 The ANSI head phantom

was again positioned on the patient table 10 cm from the detector surface and the edge was placed

against the outer housing of the detector to measure the MTF with scatter effects (see diagram in

figure 3.3). Edge images were acquired with and without the grid in place for varying fields of

view. For the acquired edge images the machine edge was placed against the detector housing

along both axes of the detector array. Technique parameters were set to 70 kVp, 100 mA, and 10

ms with the small focal spot. 150 images were acquired using CAPIDS44 and were dark-field and

flat-field corrected. The acquired edge images were then averaged together before measuring the

ESF. The G-MTF was then calculated using equation 2.1.
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Figure 3.3: Diagram demonstrating how the G-MTF was measured for the Hi-Def zoom mode
with and without anti-scatter grid.
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To quantify the detectors noise response, the NNPS was measured from acquired flat-field

images. The flat field images were acquired at 70 kVp, 100 mA, and 10 ms for all three field sizes

with and without the grid in place. Once more the detector was positioned 10 cm from the surface

of the ANSI head phantom to simulate patient scatter. 150 images were acquired and the dark-field

and flat-field corrected before measuring the detector NNPS according to equation 2.2.

To quantify the effect of scatter on the detector’s SNR the GDQE was computed from the

detector’s G-MTF and NNPS for all three field sizes with and without the gird in place according

to equation 2.7.

The task-based performance of the two detectors was performed using the G-ROD metric. The

G-ROD metric was used to compare detector performance in imaging small spheres, discs and

wires and relies on the use of the detector GDQE according to equation 2.12. A direct comparison

was made between the Hi-Def zoom mode performance field sizes with and without the grid in

place.

3.3 Results

3.3.1 Standard Metrics

The measured G-MTF for the different field sizes of the Hi-Def mode with and without the grid in

place are shown in figures 3.4 and 3.5. The measured G-MTF is similar at the higher spatial fre-

quencies which is where most image detail is located. For the lower spatial regions there is slightly

poorer performance in the case with no anti-scatter grid, and this degradation in performance only

increases as the FOV (and therefore scatter) increases. This drop in performance is due to scatter

reducing contrast near edges.
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Figure 3.4: Detector G-MTF measured with and without the anti-scatter grid in place for the 2.3
inch FOV using the Hi-Def mode.

Figure 3.5: Detector G-MTF measured with and without the anti-scatter grid in place for the 3.0
inch FOV using the Hi-Def mode.

The measured NNPS for the different field sizes of the Hi-Def mode with and without the
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grid in place are shown in figures 3.6 and 3.7. The NNPS for the Hi-Def mode generally shows

better noise performance without the grid in place than with the grid in place. This is due to the

increased photon fluence at the detector surface due to the removal of the grid. However, as the

field size decreases the noise appears to suffer at the lower spatial frequencies and that becomes

most dramatic at the smallest field size without the grid.

Figure 3.6: Detector NNPS measured with and without the anti-scatter grid in place for the 2.3
inch FOV using the Hi-Def mode. Exposure measured just prior to the grid was measured to be
324 nGy.
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Figure 3.7: Detector NNPS measured with and without the anti-scatter grid in place for the 3.0
inch FOV using the Hi-Def mode. Exposure measured just prior to the grid was measured to be
324 nGy.

The measured GDQE for the different field sizes of the Hi-Def mode with and without the grid

in place are shown in figures 3.8 and 3.9. The GDQE was measured according to equation 2.7

where the photon fluence (Φ(x)) was measured based on the air kerma reaching the detector. If

instead the air kerma that reaches the grid is used to calculate the GDQE, then the measured result

becomes that shown in figures 3.10 and 3.11.
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Figure 3.8: GDQE measured with and without the anti-scatter grid in place for the 2.3 inch FOV
using the Hi-Def mode. Exposure measured at the detector surface was measured to be 188 nGy.

Figure 3.9: GDQE measured with and without the anti-scatter grid in place for the 3.0 inch FOV
using the Hi-Def mode. Exposure measured at the detector surface was measured to be 188 nGy.
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Figure 3.10: GDQE measured with and without the anti-scatter grid in place for the 2.3 inch FOV
using the Hi-Def mode. The GDQE was calculated with the air kerma measured just prior to the
grid (324 nGy).

Figure 3.11: GDQE measured with and without the anti-scatter grid in place for the 3.0 inch FOV
using the Hi-Def mode. The GDQE was calculated with the air kerma measured just prior to the
grid (324 nGy).
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3.3.2 G-ROD Metrics

The ROD family of metrics is a task-based comparison of detector modes, comparing their rela-

tive ability to image specific objects. The G-ROD comparison here was performed using discs,

spheres, and wires as in chapter 2. These objects had simulated diameters ranging from 50 µm to

2 mm and were composed of aluminum. The results of the calculated G-ROD metrics calculated

using GDQEs measured with fluence reaching the detector surface are shown in figures 3.12 and

3.13. The G-ROD metrics show that while performance varies slightly between detector FOVs,

the relative imaging performance of the detector with and without the anti-scatter grid in place is

near unity, though for very small objects the detector without the grid in place has slightly better

performance.

Figure 3.12: G-ROD measured with and without the anti-scatter grid in place for the 2.3 inch FOV
using the Hi-Def mode.
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Figure 3.13: G-ROD measured with and without the anti-scatter grid in place for the 3.0 inch FOV
using the Hi-Def mode.

If the G-ROD metric is calculated from the GDQE with air kerma measured just prior to the

grid (a more fair comparison between the two imaging systems) then a comparison of the imaging

systems can be made for the same dose to the patient. These G-ROD values are shown below

in figures 3.14 and 3.15. Under these circumstances, the Hi-Def mode without the grid in place

significantly outperforms the Hi-Def mode with the grid in place due to the increased photon

fluence at the detector surface and its lower noise properties. The advantage is diminished slightly

as object size increases, but that effect is minimal.
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Figure 3.14: G-ROD measured with and without the anti-scatter grid in place for the 2.3 inch FOV
using the Hi-Def mode. The GDQE was calculated with the air kerma measured just prior to the
grid.

Figure 3.15: G-ROD measured with and without the anti-scatter grid in place for the 3.0 inch FOV
using the Hi-Def mode. The GDQE was calculated with the air kerma measured just prior to the
grid.
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3.4 Discussion

The standard metrics demonstrate relatively similar spatial resolution performance across both

detector set-ups. This was to be expected as the effect of scatter on image is a reduction in image

contrast and for small fields of view scatter is greatly reduced. Most importantly, both systems

maintain relatively similar abilities to image detail (denoted by the higher spatial frequencies of the

GMTF) across all field sizes. And according to the GDQE, both systems have similar efficiency

given the dose reaching the detector. Therefore quantitatively the two systems should provide

similar performance allowing physicians to potentially reduce dose to the patient.

The G-ROD metric for the grid vs no grid Hi-Def detector mode clearly illustrates that the

reduction in noise from the increased photon fluence benefits the detectors ability to image detailed

objects. From the plots of the G-ROD metrics it was seen that for very small objects the no grid

Hi-Def mode had better performance due to it’s reduced noise.

3.5 Conclusion

Anti-scatter grids have long been used in x-ray imaging applications, and there use has made

them ubiquitous for nearly all modalities. However, in performing image guided international

procedures, there are times when a smaller field of view is sufficient to image the ROI while

sparing dose to the surrounding tissue. Given that scatter is a function of tissue volume, reducing

the field of view in turn reduces scatter. With sufficiently low scatter the anti-scatter grid primarily

serves to reduce the primary beam, but by removing the grid image quality can be improved for

sufficiently small fields of view. Alternatively, removing the grid could also result in a reduction

of dose to the patient while maintaining the same image quality if mAs is scaled appropriately.
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Chapter 4

Assessment of Gantry-Motion Blur in Both

Individual Projections and in Reconstructed

Images for Cone Beam CT and Tomography

4.1 Introduction

Neuro-interventional procedures rely on optimal image quality to not only localize but also treat

neurovascular pathologies. These detectors are susceptible to image blur due to motion, either

patient movement or in the case of cone beam computed tomography (CBCT) the movement of

the gantry rotation. For the purposes of this work the focus will be on gantry-motion induced blur.

This research group has promoted the use of high resolution detectors that enable the visualization

of fine features, however, excessive image blurring due to gantry motion could negate these gains.

To reduce patient motion blur during CBCT high gantry speeds are often used. However, gantry

motion and a finite image capture time induce image blurring in CBCT projection views. For high

resolution detectors, the image blur becomes more noticeable and reduces image resolution and

contrast in the direction of gantry motion. To reduce gantry motion blur, effective exposure times

or image capture times must be reduced by use of high frame rates and/or shorter x-ray pulses.
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To demonstrate the effect of frame rates on gantry motion blur, a method of predicting gantry

motion blur was investigated and experimentally verified. This method quantifies the amount of

blur in individual projections based on geometry, gantry angular velocity and image capture time.

The effects of frame rates are further explored with a simulated regular pattern phantom. Forward

projections were acquired from the simulated phantom and the sinogram was blurred by averaging

projections together. The simulated blurred projection frames were then reconstructed and com-

pared to the original pattern phantom to make a qualitative and quantitative comparison of different

frames rates.

4.2 Materials and Methods

4.2.1 Magnitude of Motion-Induced Blur Due to Gantry Rotation

Figure 4.1 shows a diagram of a point object rotating about the gantry isocenter at rotational speed

ω. The diagram is in the rotational frame of reference to more clearly illustrate blurring effects and

to simplify the derivation of gantry-motion blur. The figure illustrates how the movement of the

point object during a single frame exposure moves the resultant projection across the detector and

blurring the object.
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Figure 4.1: Diagram of a point object rotating about the gantry isocenter to illustrate gantry motion-
induced blur in projection images.

The movement of an object’s projection across the detector during image acquisition is directly

responsible for the spatial blurring of that objects projection. The lateral distance of an objects

projection can be calculated from the gantry geometry shown in figure 4.2.
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Figure 4.2: Diagram of a point object rotating about the gantry isocenter with the geometry labeled
to facilitate calculating image projection blur.

In the above figure, ω is the gantry rotational velocity, r is the object’s distance from the

gantry’s isocenter, θ is the angle between the position vector and the central axis, SAD is the source

to rotational axis or isocenter distance, SID is the source to image distance, and x is the lateral

distance of the object’s projection from the detector center. x can be calculated using equation 4.1.
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x =
SID · r · sin(θ)

SAD − r · cos(θ)
(4.1)

If the gantry rotates about the isocenter, then the object’s position changes from θi to θf . Since

blur can be quantified as xf − xi, the lateral distance can be used to quantify image blur according

to equation 4.2 where θf has been replaced with θi + ωt since ∆θ = ωt.

Blur = SID ·
(

r · sin(θi + ωt)

SAD − r · cos(θi + ωt)
− r · sin(θi)

SAD − r · cos(θi)

)
(4.2)

The above equation can be expanded using trigonometric identities to equation 4.3.

Blur = SID ·
(

r · sin(θi) cos(ωt) + r · cos(θi) sin(ωt)

SAD − r · cos(θi) cos(ωt) + r · sin(θi) sin(ωt)
− r · sin(θi)

SAD − r · cos(θi)

)
(4.3)

Since ωt is small the value of cos(ωt) can be approximated as 1 and sin(ωt) can be approxi-

mated to ωt. Applying these approximations to equation 4.3, we can further expand blur to equa-

tion 4.4.

Blur = SID ·
(

r · sin(θi) · 1 + r · cos(θi) · ωt
SAD − r · cos(θi) · 1 + r · sin(θi) · ωt

− r · sin(θi)

SAD − r · cos(θi)

)
(4.4)

Further, since r · sin(θi) · ωt is small compared to the other terms in the denominator, the blur

equation can be further simplified to equation 4.5.

Blur = SID ·
(
r · sin(θi) + r · cos(θi) · ωt

SAD − r · cos(θi)
− r · sin(θi)

SAD − r · cos(θi)

)
(4.5)

Finally, since SAD − r · cos(θi) = SOD and since SID
SOD

= m where m is magnification, blur

can be reduced to equation 4.6.

57



www.manaraa.com

Blur = m ·
[
r · sin(θi) + r · cos(θi) · ωt− r · sin(ωt)

]
= m · r · ωt · cos(θi) (4.6)

The above equation was then experimentally verified. Verification was performed using a

Canon interventional C-arm equipped with a Dexela high resolution detector (75 µm pixels) to

quantify minute changes in an object’s spatial projection. Two small lead BBs and a thin platinum

wire were suspended along the central axis above the gantry isocenter. The table height was ad-

justed to move the objects from 5 to 25 cm from the isocenter in 4 cm intervals. The gantry was

rotated at the only available rotational speed of 20◦s−1. Images were acquired using a 34.2 ms

exposure time, a current of 10 mA, and 50 kVp to maximize the object’s contrast.

The gantry motion produced a blurred projection of the BBs and wire. The software package

ImageJ51 was used to acquire grayscale profiles across the BB’s center. The projection image

dimensions were corrected for magnification and a line was fitted to the BB edges. The fitted line

was extrapolated to the background grayscale level to get the total width of the BB. A sample line

profile is shown below in figure 4.3.

Figure 4.3: Sample line profiles acquired with and without gantry motion. The dashed green line
shows the background grayscale level and the dashed gray lines approximate the lines fitted to the
BB edges for measuring the blurred BB width.
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The object width was measured for each blurred image and plotted against the BB’s distance

from isocenter and a line was fitted to the data using the linear regression method. Since the objects

are imaged along the central ray, θi = 0, and given that the blurred image dimensions have already

been corrected for magnification, the blur equation becomes equivalent to equation 4.7.

Blur = r · ωt (4.7)

The simplified linear equation can then be used to predict the slope of the fitted line in the

experiment.

4.2.2 Gantry Rotational Motion-Induced Blur in Cone-Beam Computed To-

mography

To measure the effect of projection blur on reconstructed images a 2-D phantom was simulated

consisting of a pattern of squares, three pixels by three pixels, the centers of which were spaced

32 pixels apart in an image measuring 1024 by 1024 pixels. Simulated pixel size was set to 100

microns. The 9-pixel squares were assigned a value of one on a background assigned to a value of

zero. The pattern was limited to a radius of 512 pixels to prevent artifacts in the reconstruction due

to objects outside the field of view. The simulated pattern phantom is shown if figure 4.4.
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Figure 4.4: Simulated pattern phantom with fine features used to measure the effects of gantry
motion blur on reconstructed images.

The phantom was rotated by tenths of a degree using a rotation matrix. Pixel values were

assigned using the nearest neighbor method. Following the rotation, each column was summed

to give a single detector element projection reading in the simulated detector using parallel beams

for this demonstration. This process was repeated over a full 360-degree rotation to produce 3600

projection views. The resulting data was stored in a 1024 by 3600 sinogram shown in figure 4.5.
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Figure 4.5: Sinogram of projections acquired every 0.1◦ from the simulated pattern phantom.
Projection angles are along the vertical axis and detector values are along the horizontal axis.
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To simulate blurring, N projections were averaged together simulating a continuous ‘on’ expo-

sure with no dead time in the frame acquisition. N was determined from the simulated rotational

speed of the gantry divided by the simulated frame rate and the angular step size (set at one tenth of

a degree as stated above). The blurred projections were then stored in a separate sinogram whose

dimensions were 1024 by 3600 / N. Simulated gantry rotation speed was set to 60◦s−1 and three

simulated frame rates were used: 30 fps, 60 fps, and 120 fps (with corresponding frame acquisition

times of 33.3 ms, 16.7 ms, and 8.3 ms respectively).

For reconstruction, the projections were convolved with a Shepp-Logan filter before being

backprojected. New angles corresponding to each blurred projection were calculated and the fil-

tered backprojections were added to the reconstructed image using a linear interpolation, or nearest

pixel, method.

Since the projections and reconstructions were made using a parallel beam geometry, for this

demonstration the magnification is unity. Taking the derivative of equation 4.6 with respect to θ

gives the maximum blur occurring at 0 and 180 degrees. Therefore the maximum predicted blur

occurs when an object lies along the central axis. Simulated images were qualitatively compared

for blur and the measured blur was compared to the maximum predicted blur of individual projec-

tions.

4.3 Results

4.3.1 Magnitude of Motion-Induced Blur Due to Gantry Rotation

Figure 4.6a is a sample image acquired during the validation experiment that demonstrates the

magnitude of blur that can occur due to gantry motion, and how it might degrade image quality for

high-resolution detectors. Compare the effects of image blurring to figure 4.6b in which no gantry

motion enables the detector to capture very detailed images.
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(a) (b)

Figure 4.6: Images showing (a) the effect of motion blur along the direction of gantry rotational
motion compared to (b) no gantry motion. Gantry rotational speed was fixed at 20◦s−1, with the
object positioned 25 cm from isocenter with a frame length of 34.2 ms.

The magnitude of the blurred BB width is plotted as a function of the BB’s distance from
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isocenter in figure 4.7. A line was fitted to the data using the linear regression method. The

equation for the fitted line is shown in the top left corner of the plot. The correlation coefficient

confirms the linearity of the model. The predicted slope ωt was found to be within 4.2% of the

experimentally obtained slope. The intercept of the plot is the theoretical unblurred diameter of

the BB which was compared to the actual BB diameter as measured with calipers, the percent

difference of these two measurements was found to be just 1.51%.52

Figure 4.7: Magnitude of blurred BB width plotted as a function of distance from isocenter.

4.3.2 Gantry Rotational Motion-Induced Blur in Cone-Beam Computed To-

mography

The number of projections averaged together was calculated according to equation 4.8 where N is

number of projections to be averaged, ω is the gantry rotational speed, fps is the simulated frame

rate, and ∆θ is the is the 0.1◦ step used in the original simulated sinogram.

N =
ω

fps ·∆θ
(4.8)

The simulated sinograms are shown in figures 4.8, 4.9, and 4.10 for simulated frames rates of
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30, 60, and 120 fps respectively.

Figure 4.8: Simulated 30 fps (33.3 ms acquisition time) sinogram. Projection angles are along the
vertical axis and detector values are along the horizontal axis.

Figure 4.9: Simulated 60 fps (16.7 ms acquisition time) sinogram. Projection angles are along the
vertical axis and detector values are along the horizontal axis.
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Figure 4.10: Simulated 120 fps (8.3 ms acquisition time) sinogram. Projection angles are along
the vertical axis and detector values are along the horizontal axis.

Reconstructed images from the simulated blur sinograms are shown in figures 4.11, 4.12, and

4.13 for simulated frames rates of 30, 60, and 120 fps respectively.
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Figure 4.11: Reconstructed image using the simulated 30 fps (33.3 ms acquisition time) sinogram.
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Figure 4.12: Reconstructed image using the simulated 60 fps (16.7 ms acquisition time) sinogram.
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Figure 4.13: Reconstructed image using the simulated 120 fps (8.3 ms acquisition time) sinogram.

To further illustrate the gantry motion blur, upper left quadrants of the simulated phantom and

the blurred reconstructions are shown in figure 4.14.
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(a) (b)

(c) (d)

Figure 4.14: Images show upper left quadrants of (a) the simulated pattern phantom and the recon-
structed images using (b) the simulated 30 fps sinogram, (c) the simulated 60 fps sinogram, and
(d) the simulated 120 fps sinogram. The axis rotation corresponds to the bottom right corner of
each image.

Qualitatively, the quadrants above can be compared to assess the degree of blurring. The gantry

motion is notably lower in the reconstructions simulated with frame rates of 60 and 120 frames per

second. However, much higher frame rates are possible with photon counting detectors such as the

X-Counter Actaeon detector which has pixel sizes of 100 µm.53
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For a quantitative comparison, line profiles were taken from columns in the blurred phantom

features situated along the central row of the reconstruction. The amount of blur was again esti-

mated by extrapolating along the blurred image back to the background. Below is a plot of the

measured blurred BB diameters along with dashed lines showing the theoretical blur as predicted

by equation 4.6. The average percent difference for measured blur vs maximum predicted blur was

found to be 11.3%,54 though artifacts, image noise, and pixelization may have negatively impacted

this measurement.

Figure 4.15: Blur measurements relative to simulated objects’ distance from isocenter. Points are
measured blur and dashed lines are the theoretically predicted blur vales.

4.4 Discussion

Motion induced blur has the most severe impact on state of the art, high-resolution detectors when

compared to most current detectors with large pixel sizes. For example, based on the same geome-

try from the experiment, for a frame exposure of 15 ms, a 3 cm distance from isocenter, and a 50◦
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s−1 angular velocity would result in an expected blur of around 400 µm. For resolutions of 200

to 400 µm the blur would hardly be noticeable, for high-resolution detectors with 75 to 100 µm

pixels that would amount to a blur across 4 to 6 pixels.

This work also points towards methods that may be used to minimize the effects of gantry

motion-induced blur. Equation 4.6 points to several steps that may be taken, such as a reduction

in frame acquisition time (through either shorter pulse lengths or high frame rates), positioning

the region of interest as close to isocenter as is practical, and using lower gantry speeds when-

ever possible. Since patient centering and patient motion can be concerns during CT acquisition,

moving the region of interest towards isocenter and lower gantry speeds may not always be ad-

visable. Shorter x-ray pulses and higher frame rates should be suitable to accommodate most

circumstances.

4.5 Conclusion

High resolution imaging may be critical during neuro-vascular and other interventions. The prob-

lem of blur due to rotational motion of a c-arm during CBCT with high resolution imagers has

been anaalyzed and a model for predicting image blur has been developed. This model identifies

key parameters that affect image blurring due to gantry motion, namely: gantry rotational speed,

frame capture times/x-ray pulse duration, and magnification. Careful selection of the aforemen-

tioned parameters should reduce the impact of blurring in CBCT projections. The model has also

been experimentally verified, showing good agreement between predicted blur and measured data.

The model was further applied to CT acquisition in which a regular pattern phantom was sim-

ulated, projection data was acquired, and projections were intentionally blurred for 3 simulated

frame rates. The blurred sinograms were used to reconstruct the pattern phantom using filtered

backprojection for all three data sets. A qualitative comparison showed significantly less blurring

for higher frame rates. It was also shown that the blur can be predicted quantitatively with some

error due to noise, reconstruction artifacts, and pixelization.
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Chapter 5

Initial Investigations of 1000 FPS High

Speed Angiography (HSA) and the Use of

HSA in Endovascular Image Guided

Interventions

5.1 Introduction

Hemodynamics contain important information that could impact neuro-interventional decisions

and improve outcomes.55 Conventional FPDs operating at 30 to 60 fps offer limited visualization

of aneurysmal flow patterns due to insufficient temporal resolution. Many studies investigating

the hemodynamics of intracranial arteries have made use of computational fluid dynamic (CFD)56

simulations which use complex algorithms to recreate flow patterns as opposed to measuring them

directly. While still extremely useful for displaying detailed hemodynamics, CFD is an approxi-

mation of flow conditions built on a number of assumptions and requires large amount of computa-

tional time to run simulations. There are currently no known methods for measuring patient blood

flow detail during the course of an intervention. In this chapter we present a method that makes use
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of High-Speed Angiography (HSA) to visualize the details of intracranial arterial hemodynamics

during a neuro-interventional procedure. Video 5.1 shows an example of HSA image sequences

that allow for the observation of blood flow patterns.

Video 5.1: Example of high speed images acquired at 1000 fps using HSA. Video also available
at: https://youtu.be/Urb0COsh-xw.

The methods developed and presented in this chapter have been used to image detailed blood

flow patterns in a variety of 3D printed aneurysm phantoms. A new high-speed, high-resolution

74


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton0'){ocgs[i].state=false;}}



https://youtu.be/Urb0COsh-xw


www.manaraa.com

detector from Direct Conversion was used in conjunction with a mobile C-arm to image blood flow

details in vascular phantoms with the use of iodine contrast. Efforts were made to maximize the

number of frames that could be acquired and demonstrations are presented that illustrate the utility

of HSA and its application to vascular flow imaging.

During this work we will focus on the disruptions to hemodynamics in and around aneurysms

or stenotic vessels. One demonstration that will be presented herein is how the deployment of a

flow diverter impacts blood flow in and around a saccular aneurysm. Exposure to the detector will

be discussed briefly and the measured dose per frame (DPF) will be compared to other imaging

procedures.

5.2 Materials and Methods

5.2.1 XCounter’s Actaeon Detector

The detectors discussed previously in this work have been energy integrating detectors (EID). In

an EID the signal in a pixel is proportional to the total energy (
∑
E · N(E)) collected by the

light sensitive portion of the detector array. Energy integration results in loss of energy-dependent

information such as the attenuation coefficients of different tissue types. EIDs also add electronic

noise to images as well as swank noise57 which degrade image quality. One final disadvantage of

EIDs is that low energy photons that carry more contrast information than high energy photons

are weighted less than high energy photons resulting in reduced contrast and a further increase in

noise.58

The detector used for this work is the XCoutner Actaeon detector (Direct Conversion AB,

Danderyd, Sweden), a photon counting detector (PCD) shown in figure 5.1. PCDs count indi-

vidual photons incident on the detector and use pulse height analysis to discriminate between

energy thresholds. Thus PCDs preserve some of the energy-dependent information and could en-

able simultaneous imaging of multiple contrast mediums if the detectors have four or more energy

windows.58 Although electron and swank noise are still present in PCDs they only affect the mea-
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sured energy and not the signal intensity.59 Finally, since events are counted instead of integrated,

contrast is improved in PCDs.60

PCDs do have some flaws. Due to limited pulse resolving times, nearly coincident photons

can generate overlapping pulses that may be counted as a single event with energy equivalent to

the sum of the two events. This error is known as pulse pileup and can result in lost counts and a

distortion of spectral data.61 Other factors such as charge sharing and charge trapping can degrade

the spatial and spectral response of PCDs.62,63,64 The Actaeon detector uses it’s high speed camera

and software to compensate for some of these flaws such as with its anti coincidence circuitry

(ACC) mode.

Figure 5.1: XCounter’s Actaeon detector (Source: Direct Conversion).

The Actaeon is also a direct detector with an active layer of 0.75 mm thick CdTe layer. The

CdTe layer has a density of 5.82 gm/cm3 and 100% fill factor providing excellent intrinsic effi-

ciency due to the high attenuation of CdTe. The Actaeon pixel pitch is 100 µm, providing high

spatial resolution, and the active area is a 256 by 256 pixel readout giving a total field of view

of 1 inch by 1 inch. The Actaeon has two independent energy thresholds enabling dual energy

acquisition. The readout is a complementary metal oxide semiconductor (CMOS) with readout
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speeds of up to 1000 fps (the key feature of this detector). The manufacturer has listed the DQE(0)

as greater than 80% for an RQA5 spectrum and an MTF of 80% at 2 lp/mm and 45% at 5 lp/mm.

This group has further quantified much of the performance of the Actaeon detector.65,66,67,68 Due

to the nature of the detector it is capable of low noise, high spatial resolution, and high temporal

resolution images.

The Actaeon detector has various operating modes for imaging including High Sensitivity with

ACC on, High Sensitivity with ACC off, High Flux without ACC, and High Power.69 These modes

enable the detector to operate at different photon flux rates with higher frame rates having reduced

spectral accuracy. The detector can also be triggered with either a software trigger or an external

pulse (to coincide with x-ray pulses). Other aspects of the imaging systems can be modified such

as the number of energy windows recorded (one or two thresholds) and bit depth.

5.2.2 3D Printed Phantoms

Patient specific vascular phantoms have been used by this group for physician testing, training, and

practice for patients with challenging anatomies.70 Current methods used by this group make use of

additive manufacturing (3D-printing) to rapidly produce patient-specific neuro-vascular phantoms

used for endovascular surgical procedure planning and endovascular device research.
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Figure 5.2: Flow chart illustrating the steps used to print patient specific phantoms.

The process for manufacturing 3D-printed phantoms71 begins by acquiring patient data via ei-

ther CT, MRI, or CBCT scans of the relevant patient anatomy. The acquired patient data is then

loaded into a Vitrea 3D station (Vital Images, Inc., Minnetonka, MN) for rendering and process-

ing. The relevant anatomy can then be segmented from surrounding structures and simplified by

removing smaller, superfluous vessels. These models are then imported into a mesh manipula-

tion software (www.MeshMixer.com) to merge inlets and outlets for practical use in a flow loop.

Vessel wall thickness and vessel lumen diameter can then be altered to meet design requirements
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and a support structure may be added if needed. Once the model is complete, the phantom is

printed on an Objet Eden 260V Polyget 3D printer (Objet-Stratasys Inc., Eden Prairie, MN).72 For

convenience this process has been illustrated in figure 5.2.

The Objet Polyget printer (shown in figure 5.3) is capable of printing up to 17 different ma-

terials with layers as thin as 16 µm for rigid materials and 32 µm for flexible materials. The

patient-specific vascular phantoms are printed in semi-transparent elastic material called Tango+

with VeroClear used to provide support when necessary.

Figure 5.3: Objet Eden 260V Polyget 3D printer (Source: Stratasys).

For this experiment, five 3D printed phantoms were used to examine flow patterns. These

phantoms are shown in figure 5.4 and are listed as followed: (A) patient-specific bifurcated carotid

artery, (B) patient-specific internal carotid artery with idealized (artificially added partial sphere)

saccular aneurysm, (C) patient-specific internal carotid artery with wide-necked saccular aneurysm,

(D) patient-specific basilar-tip saccular aneurysm, (E) and idealized (this geometry was generated

manually with cylindrical tubes and hollow spheres) basilar-tip saccular aneurysm.
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Figure 5.4: 3D printed phantoms used to illustrate flow patterns using HSA imaging. Phantoms
are described in the text above.

5.2.3 Experimental Setup

The 3D printed phantoms were placed on plastic platform to prevent movement and placed below

the Actaeon detector at a 1.1 x magnification phantom. Phantoms were placed in a flow loop using

water as the blood simulating fluid. The phantom was connected to a fluid reservoir, a pump,

and dampeners using rubber tubing with pressure clamps added to adjust the flow pressure and

velocity to clinically relevant values. A diagram of an example flow loop is shown in figure 5.5.

For the majority of this experiment a cardiac pump was used to drive flow, though occasionally a

constant-flow, peristaltic pump was also used.
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Figure 5.5: 3D printed phantoms used to illustrate flow patterns using HSA imaging.

The x-ray source in this experiment was either a Surginix SXT-2000A mobile C-Arm (Canon

Medical Systems Inc, Otawara, Japan) or an Alphenix INFX-8000V (Canon Medical Systems
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Inc, Otawara, Japan). Digital Angiography (DA) technique parameters were adjusted along with

detector settings to maximize the number of acquired frames and achieve optimal imaging of

flow patterns. Iodine contrast was injected either manually or using an autoinjector (Medrad

PPD11060507, Medrad Inc, Warrendale, PA) via a catheter proximal to the region of interest.

The Actaeon detector was triggered manually in its High Sensitivity without Anti-Coincidence

Circuitry mode. Images were stored and flat-field corrected for display when flat-field images were

available.

5.3 Results

5.3.1 Initial Visualization of Flow Patterns Using 1000 FPS HSA

Initial images were acquired using the Infinix C-arm using a DSA protocol with a maximum ex-

posure pulse width of 100 ms with a medium focal spot. Some early images acquired with the

Actaeon detector have a line showing the division between detector modules. Images acquired

later took steps to correct for this and other artifacts. Following image acquisition, 100 consecu-

tive 1 ms frames were averaged together to provide a comparison between 1000 fps HSA and its

equivalent DA image. A single frame from each acquired images is shown in figure 5.6 and shows

differences in quantum noise. Figure 5.6a demonstrates that HSA images display noise character-

istics similar to those of fluoro images, but the temporal resolution of these images is substantially

better when compared to its DA counterpart shown in figure 5.6b which shows significant motion

blur due to contrast movement.
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(a) (b)

Figure 5.6: Images showing (a) a single frame acquired at 1000 fps HSA and (b) a DA image
simulated by integrating 100 consecutive HSA frames.

To observe the effects of a deployed interventional device on vascular flow a flow diverting

pipeline stent was deployed across the neck of a 3D printed saccular aneurysm phantoms (phantom

B from figure 5.4). HSA images were acquired using the method described above. Since the pulse

length was limited to 100 ms the following images sequences are also limited to just 100 frames.

Video 5.2 shows the flow detail in the phantom before stent deployment and video 5.3 shows the

flow detail following the deployment of the pipeline stent. Without the flow diverter in place 1000

fps HSA clearly shows flow into the aneurysm with the development of vortices of contrast in the

aneurysmal sack. Images acquired with a flow-diverter in place show more diffuse flow of contrast

into the aneurysm with lower apparent flow velocities and delayed development of vortices in the

aneurysm sac.73
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Video 5.2: 1000 fps HSA video showing blood flow detail in a saccular aneurysm phantom before
treatment. Video also available at: https://youtu.be/7vMbosANtFg.
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Video 5.3: 1000 fps HSA video showing blood flow detail in a saccular aneurysm phantom after
treatment with a pipeline embolization device flow-diverter. Video also available at: https:
//youtu.be/kJ3zjgIsIA4.

5.3.2 Increasing Imaging Timing Window

Due to hardware limitations and a need to manually trigger x-ray exposure, contrast injection,

and image capture time, HSA sequences were limited to 100 ms continuous imaging windows

interspersed between sections of no x-ray exposure. These short timing windows prevent the un-
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interrupted observation of flow details over long injections, or over full cardiac cycles. In order to

increase the timing window a new source and further experimentation with the Actaeon’s onboard

memory were employed.

The new source used is the Surginix SXT-2000A mobile C-Arm from Canon. This mobile

C-arm was capable of producing a 3s continuous x-ray burst at 70 kVp and 100 mA. Limitations

in on-board detector memory further limits the total number of images that can be acquired at

1000 fps. Making use of both energy thresholds and the highest bit depth of the x-ray detector

(16 bits) available enables up to 1200 images to be acquired at 1000 fps. By adjusting imaging

parameters the number of acquired images can be increased further to ensure the entire cardiac

cycle is captured. Table 5.1 lists the number of images that can be acquired for various imaging

parameters.74

1000 FPS HSA
# Energy Thresholds Image Bit Depth Max Number of Frames

2 16-bit 1200
2 8-bit 2400
1 16-bit 2400
1 8-bit 4800

Table 5.1: Limitations on the number of frames due to current limitations in the Actaeon’s on-board
memory.

Through experimentation it was found that 8-bit was often insufficient, as it limited counts

to 255 maximum. Given that this team is not making use of the dual energy capabilities of the

Actaeon for this project the combination of 1 energy threshold at 16-bit image depth was ideal for

maximizing the use of the Actaeon’s current on-board memory.

Videos 5.4 and 5.5 contain 0.25 s of HSA data acquired with both pulsed and continuous x-ray

exposure. The videos demonstrate the impact that a longer timing window can have on the proper

visualization of vascular flow detail. Video 5.4 shows the images acquired with a DSA sequece

with 83 ms pulse width followed by 83 ms between x-ray pulses. Between x-ray pulses much
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flow information is lost that may serve to further inform interventionalists’ decisions. Video 5.5

however shows the full flow detail that can be acquired using a continuous exposure.

Video 5.4: 1000 fps HSA video showing blood flow detail in a saccular aneurysm phantom. Flow
dynamic visualization limited by short x-ray pulses (83 ms) and limited duty cycle (50%). Video
also available at: https://youtu.be/gL1LV7wZfQo.
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Video 5.5: 1000 fps HSA video showing blood flow detail in a saccular aneurysm phantom. Flow
dynamic visualization improved by continuous x-ray exposure for 3 s. Video also available at:
https://youtu.be/1pIksOL11P8.

5.4 Discussion

1000 fps has several advantages over conventional digital angiographic methods, the greatest ad-

vantage being the ability to view vascular flow detail that may help guide interventionalists’ deci-
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sions during a procedure. Dose for HSA images was measured to be in the range of 100s of nGy

to a few µGy per frame at the detector surface depending on the amount of attenuating material in

the beam. Furthermore, since images were acquired using DA and DSA sequences the total dose

to a patient would also be equivalent to a DA or DSA sequence as well while still providing fluoro

qualitiy images.75

Though HSA capable detectors are not widely available there is still the potential to implement

HSA in the clinic. As mentioned in Chapter 2, this group has in the past made use of separate

detectors that could be moved in and out of the x-ray beam field to enable high resolution flu-

oroscopy (HRF). A similar method could be used to deploy a small field HSA enabled detector

during an interventional procedure. The data acquired by the HSA enabled detector could also

be used to produce conventional DA/DSA sequences by integrating HSA frames, thus providing

both HSA and DA/DSA data simultaneously.76 Videos 5.6 and 5.7 show simultaneously acquired

HSA and DA data of a 3D printed aneurysm phantom before and after treatment with a pipeline

flow-diverter.

Video 5.6: HSA and DA images acquired simultaneously using the Actaeon detector. HSA images
displaying flow details in the 3D printed aneurysm before treatment are shown in the images to the
left while the right shows the DA images simulated from the HSA images and are played simulta-
neously for comparison. Video also available at: https://youtu.be/m8wkeYdCqoY.

89


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton5'){ocgs[i].state=false;}}


https://youtu.be/m8wkeYdCqoY


www.manaraa.com

Video 5.7: HSA and DA images acquired simultaneously using the Actaeon detector. HSA images
displaying flow details in the 3D printed aneurysm after treatment are shown in the images to the
left while the right shows the DA images simulated from the HSA images and are played simulta-
neously for comparison. Video also available at: https://youtu.be/rBc3qCOD08U.

5.5 Conclusion

High-speed imaging, enabled by this new detector, allows clinicians to observe detailed flow pat-

terns in the 3D printed phantom, including changes in flow patterns for treated aneurysms. These

gains in temporal information could inform treatment decisions by allowing clinicians to assess

flow patterns in real time. At the time of treatment, clinicians assess adequacy of stent placement

by looking for indirect signs of flow diversion, such as evaluating for wall apposition and looking

for contrast status within the aneurysm sack. Detailed visualization of changes in flow dynamics

could allow clinicians to directly assess factors that have been shown to improve efficacy of flow

diverters, such as decrease in flow vortices. Other potential clinical use cases include the detection

of endoleaks near an aneurysm, identification of residual flow that could cause an aneurysm to

regrow, blood impingement patterns that could lead to coil compaction, and diversion of jets into

an aneurysm at locations where flow may be less intuitive (such as a bifurcation).73
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Given the state of current technology HSA may soon be integrated into the clinic for simulta-

neous use during DA and DSA image acquisition. However, new developments in x-ray tube tech-

nology may enable long exposures, allowing for extended observations of detailed vascular flow

with high spatial and temporal resolution throughout a contrast injection. While the cost in expo-

sure to the patient may appear substantial, this group believes that the flow information provided

by short HSA image acquisitions could improve diagnosis, treatment planning, and assessment of

device deployment during interventional procedures.

91



www.manaraa.com

Chapter 6

Quantification of Blood Flow Velocities

Acquired with HSA Sequences

6.1 Introduction

As minimally invasive image-guided endovascular interventions continue to replace invasive sur-

gical procedures, quantification of parameters for impact evaluation such as blood velocity distri-

butions and their changes due to the deployment of interventional devices become more impor-

tant. Computational flow dynamics (CFD) has often been used to provide insight to physicians in

planning and performing treatment of certain neurovascular diseases. However, CFD is computa-

tionally expensive and is not used for most patient planning. Furthermore, the time required for

a full CFD simulation in impractical for emergency situations where flow detail could be of even

greater import. This group has been working to develop unique methods using high spatial and

high temporal resolution detectors to analyze 1000 fps HSA sequences and measure such blood

velocities in intracranial vessels.

Three methods for measuring blood flow have been used. The first makes use of manually

tracking of positional data of Iodine contrast as it moves through vessels to calculate blood flow

velocity. The second method uses radio-opaque particles that are manually tracked through the
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vessel. The third and final method, improves on the second by automating the tracking of the radio-

opaque particles to quickly (and in a very computationally inexpensive method) provide real time

data regarding flow in vessels. These methods are currently limited to 2D velocity measurements.

The final method was used to assess the impact of varying frame rates on the accuracy of flow

measurements. Though still in the early stages of development, these methods show potential to

aid physicians in making difficult decisions.

6.2 Materials and Methods

All of the methods for quantifying blood flow use the same experimental setup. The same Surginix

SXT-2000A mobile C-Arm (Canon Medical Systems Inc, Otawara, Japan) used for HSA exper-

iments in chapter 5 was used for the experiments in this chapter. Iodine contrast was injected

through a catheter using an auto-injector (Medrad PPD11060507) and the radio-opaque particles

were manually injected through a catheter. 3D printed phantoms were placed in a flow-loop to

simulate blood flow in vascular phantoms with adjustable pressure clamps to approximate vascular

pressure and flow velocity. A dampener was also added to the flow-loop to reduce the periodicity

of the cardiac pump and remove air from the system. The Actaeon XCounter was used to acquire

HSA image sequences to quantify blood flow.

6.2.1 HSA Quantitative Flow Analysis

A patient specific 3D printed internal carotid artery phantom with idealized saccular aneurysm

(figure 6.1) was used to image flow effects in this experiment. Contrast was injected into the

phantom using the auto-injector approximately 5 cm proximal to the aneurysm to reduce the impact

of the catheter and injection on vascular flow. HSA images were acquired using 1000 fps and

images were flat-field corrected and stored.
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Figure 6.1: Picture of the 3D printed aneurysm phantom used to develop methods for flow mea-
surements.

Temporally successive images were subtacted to provide a difference image that highlights the

movement of contrast as shown in figure 6.2. Subtracting successive frames created images in

which darker regions correspond to sections into which contrast has moved and lighter regions

correspond to sections from which contrast has left.
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Figure 6.2: Method for producing difference images in which successive images are subtracted
from one another to highlight the flow of iodine contrast.

In order to measure velocity the dark sections of contrast were tracked. The approximate

center of the contrast front was manually selected. The sequences was a few frames and the center

of the same contrast front was estimated again. The positional data was stored along with the

frame number. Measurements were taken across the entire geometry of the vascular phantom. The

euclidean distance, magnification, and change in frames was used to calculate the velocity of the

contrast wave according to the following equation:

v =
100µm ·

√
(x2 − x1)2 + (y2 − y1)2
m · (t2 − t1)

(6.1)

where (x1, y1, t1) is the initial measured position and time, (x2, y2, t2) is the final measured position

and time, and m is the geometric magnification of the x-ray image. The velocity data was then

mapped to the x-ray image for display.

6.2.2 Performing X-Ray Particle Image Velocimetry (X-PIV) with HSA

Particle image velocimetry (PIV) is an optical method for measuring fluid flow. In PIV experiments

a fluid is seeded with tracer particles that are tracked between two frames separated by very little

time. X-ray particle image velocimetry (X-PIV) makes use of similar principles to image radio-

opaque particles that are injected into the phantom.

The radio-opaque particles were Embospheres (Merit Medical Systems, South Jordan, Utah).

These particles are small gelatinous spheres measuring 700-900 µm in diameter and are used clin-
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ically to embolize vessels connected to cancerous tumors. To prepare the particles (which have

radiographic properties similar to tissue) for injection, they were placed in undiluted iodine con-

trast (300 mgI/ml) for a minimum of 3 days. The particles were then loaded into a syringe with

minimal contrast agent and saline solution. In order to preserve the particles’ radio-opacity, par-

ticles need to be injected quickly after being removed from the iodine contrast agent. Particles

were again injected approximately 5 cm proximal to the site of interest to reduce the impact of the

injection on particle velocities.

Images were again acquired at 1000 fps and flat-field corrected. Recorded images were used to

measure vascular flow via two methods: manual particle tracking and automated particle tracking.

For manual particle tracking the corrected images were loaded into a custom application where

a user could navigate between frames and track the center of individual particles through consecu-

tive frames as they moved through the vessel. This particle positional and temporal data was used

to calculate blood flow velocities according to equation 6.1 again. This velocity data was again

mapped to the x-ray image for display.

For automated particle tracking, particles were tracked using the open-source code trackpy.77

The trackpy code was added to another custom application that allowed users to window and level

particle images and adjust variables (minimum particle brightness, particle size, particle travel

threshold, and track memory) used by trackpy on the fly to optimize the application’s ability to

identify the particles for each sequence. Trackpy identified particles and, using user provided

parameters, connected identified particles between frames into trajectories. This particle tracking

method yielded thousands of individual velocity measurements across the entire phantom for the

image sequences which was once again mapped to the x-ray image for display.

Histograms of velocity data acquired using manual and automatic measurement methods were

compared to verify the automated velocity measurement data.
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6.2.3 Impact of Frame Rates on X-PIV

To assess the impact of frame rates on the accuracy of X-PIV four additional frame rates were

simulated beyond the initial 1000 fps for the internal carotid artery with wide-necked aneurysm

phantom. To simulate the frame rates two, three, four, or five consecutive frames were summed

together. This produced identical image sequences of 1000, 500, 333, 250, and 200 frames per

second. X-PIV was performed on the 1000 fps image sequence to measure the ground truth of the

image sequence.

X-PIV was then performed for each of the lower frame rate sequences. A qualitative compar-

ison was made between velocity maps. Average velocities were calculated for all space and time

and histograms were plotted comparing the relative frequency of velocity measurements made for

the different frame rates relative to the ground truth (1000 fps X-PIV).

6.3 Results

6.3.1 HSA Quantitative Flow Analysis

The image sequence used for HSA quantitative flow analysis is shown in video 6.1. Video 6.2

shows the corresponding difference image sequence used to measure flow analysis.

232 individual measurements were sampled from the image sequence corresponding to differ-

ent points of time and different locations throughout the phantom having varying vessel diameter

using the method laid out in the materials and methods section. The data was filtered to remove

extreme outlier velocity measurements resulting in 191 individual velocity measurements. These

velocity measurements were then plotted on a x-ray image of the aneurysm phantom with arrow

length corresponding to velocity magnitude. For this study, the average measured velocity for

points sampled from the inflowing portion of the vessel was found to be 91.7 cm/s while for the

outflow vessel the average velocity was 135.3 cm/s due to its reduced diameter. Points measured

within the aneurysm sac had an average velocity of 80.0 cm/s, though directionality was highly
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dependent on location.78 The image with plotted velocity measurements is shown below in figure

6.3.

Figure 6.3: Velocity vectors plotted on projection image of 3D printed aneurysm phantom.
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Video 6.1: HSA sequence used to quantify blood flow using manual measurements of difference
images obtained during iodine contrast injection. Video also available at: https://youtu.
be/rm53uyBDubQ.

99


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton7'){ocgs[i].state=false;}}


https://youtu.be/rm53uyBDubQ
https://youtu.be/rm53uyBDubQ


www.manaraa.com

Video 6.2: HSA sequence used to quantify blood flow using manual measurements of difference
images obtained during iodine contrast injection. Video also available at: https://youtu.
be/ww79pD6amBg.

6.3.2 Performing X-Ray Particle Image Velocimetry (X-PIV) with HSA

Figure 6.4 shows the automated measurements of flow in the bifurcated carotid phantom (see figure

5.4A) made using the trackpy software. Arrow length and brightness indicate velocity magnitude.

Figure 6.4a shows raw velocity measurements and contains 11277 individual velocity measure-
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ments tracing dozens of individual particle paths. By averaging the velocity measurements across

different regions of interest it was found that the average blood flow velocity in the vessel to the

left was 19.2 cm/s and the average velocity in the vessel to the right was 16.3 cm/s with a global

average velocity of 17.6 cm/s. In figure 6.4b, the raw velocity data was averaged over space in 8

pixel by 8 pixel regions to remove the noise caused by variation in individual particle paths and

to provide a cleaner image for viewing.79 This same method of binning to smooth velocity data

was applied to all X-PIV measurements and is shown in part b of figures 6.4, 6.7, 6.10, 6.12, and

6.14. A histogram of automated velocity measurements is shown in figure 6.6 and shows velocities

measured in the left and right vessels of the carotid vessel over the full image sequence.
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Video 6.3: HSA sequence of the bifurcated carotid artery phantom used for manual and automated
X-PIV measurements. Video also available at: https://youtu.be/cieH8w70sMs.
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(a)

(b)

Figure 6.4: X-PIV measurements in the bifurcated carotid artery phantom made using the au-
tomated trackpy software with (a) being the raw velocity data measurements and (b) being the
smoothed velocity data.
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(a)

(b)

Figure 6.5: X-PIV measurements in the bifurcated carotid artery phantom made using the manual
tracking method with (a) being the raw velocity data measurements and (b) being the smoothed
velocity data.
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Figure 6.6: Histogram velocities measured in the bifurcated carotid artery phantom.

Figure 6.7 shows the automated measurements of flow in the internal carotid artery with an

idealized saccular aneurysm phantom (see figure 5.4B). Figure 6.9 shows a histogram of automat-

ically measured velocities for regions confined to the inflow vessel, outflow vessel, and aneurysm

sac. Using the X-PIV method the average blood flow velocity in the inflow vessel was found to be

19.2 cm/s with an average velocity of 25.8 cm/s, an increase caused by a narrowing of the vessel.

However, with in the aneurysm sac the velocity was found to be much lower with an average blood

flow velocity of 13.6 cm/s. Also, of note is the formation of what appears to be a vortex pattern

within the aneurysm sac, which generates stress on the walls of the aneurysm.79
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Video 6.4: HSA sequence of the internal carotid artery with idealized saccular aneurysm phan-
tom used for manual and automated X-PIV measurements. Video also available at: https:
//youtu.be/JwsmM-cEYHk.
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(a)

(b)

Figure 6.7: X-PIV measurements in the internal carotid artery with idealized saccular aneurysm
phantom made using the automated trackpy software with (a) being the raw velocity data measure-
ments and (b) being the smoothed velocity data.
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(a)

(b)

Figure 6.8: X-PIV measurements in the internal carotid artery with idealized saccular aneurysm
phantom made using the manual tracking method with (a) being the raw velocity data measure-
ments and (b) being the smoothed velocity data.
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Figure 6.9: Histogram velocities measured in the internal carotid artery with idealized saccular
aneurysm phantom.

Figure 6.10 shows the automated measurements of flow in the internal carotid artery with a

wide necked saccular aneurysm phantom. Figure 6.11 shows a histogram of the automated flow

measurements in the inflow vessel, outflow vessel and aneurysm sac. Average blood flow velocity

was found to be 21.6 cm/s across the inflow vessel, but drops sharply to 14.8 cm/s as flow moves

through the first bend of vessel. After passing through the second bend and entering the region

of the aneurysm sac blood flow was measured to be 16.3 cm/s on average. Finally, flow exiting

through the outflow rose again to 22.4 cm/s on average. The aneurysm is difficult to see from the

angle used for imaging, but the flow velocity measurements and particle tracks clearly show the

formation of a vortex in the location of the aneurysm sac.79
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Video 6.5: HSA sequence of the internal carotid artery with wide-necked saccular aneurysm phan-
tom used for manual and automated X-PIV measurements. Video also available at: https:
//youtu.be/IrnfXnoxRT4.
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(a)

(b)

Figure 6.10: X-PIV measurements in the internal carotid artery with wide-necked saccular
aneurysm phantom made using the automated trackpy software with (a) being the raw velocity
data measurements and (b) being the smoothed velocity data.
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Figure 6.11: Histogram velocities measured in the internal carotid artery with wide-necked saccu-
lar aneurysm phantom.

Figure 6.12 shows the automated measurements of flow in the basilar apex saccular aneurysm

phantom. Figure 6.13 shows a histogram of automated velocity measurements in regions covering

the inflow vessel, left outflow vessel, and aneurysm sac. Average blood flow velocity in the inflow

vessel was found to be 30.4 cm/s, with the left and right branches of the bifurcated basilar having

measured flow velocities of 39.4 cm/s and 22.0 cm/s respectively. Within the aneurysm sac, aver-

age velocities were measured at 21.7 cm/s. Particle tracks indicate a bias towards the vessel on the

right of the image, with some backflow indicated in the raw velocity measurements. The vessel

on the left was also far narrower and resulted in much higher velocity measurements than in the

vessel on the right as can clearly be seen in the binned velocity image.79
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Video 6.6: HSA sequence of the basilar apex saccular aneurysm phantom used for manual and au-
tomated X-PIV measurements. Video also available at: https://youtu.be/Kk4qxSdJXnE.
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(a)

(b)

Figure 6.12: X-PIV measurements in the basilar apex saccular aneurysm phantom made using the
automated trackpy software with (a) being the raw velocity data measurements and (b) being the
smoothed velocity data.
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Figure 6.13: Histogram velocities measured in the basilar apex saccular aneurysm phantom.

Figure 6.14 shows the automated measurements of flow in the idealized basilar apex saccular

aneurysm phantom. Figure 6.15 shows a histogram of velocity measurements in regions covering

the inflow vessel, left outflow vessel, and aneurysm sac. Average blood flow velocity in the inflow

vessel was found to be 32.9 cm/s before slowing to 21.4 cm/s in the aneurysm sac. Flow leaving

the phantom through the left and right branches of the bifurcated basilar artery had a measured

average blood flow velocity of 70.9 cm/s and 56.1 cm/s respectively. Flow in the aneurysm sac is

extremely erratic, this is believed to be due to the idealized nature of the phantoms as opposed to

aneurysms that form naturally due to perturbed flow.79
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Video 6.7: HSA sequence of the idealized basilar apex saccular aneurysm phantom used for
manual and automated X-PIV measurements. Video also available at: https://youtu.be/
rkmWNf0tCbc.
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(a)

(b)

Figure 6.14: X-PIV measurements in the idealized basilar apex saccular aneurysm phantom made
using the automated trackpy software with (a) being the raw velocity data measurements and (b)
being the smoothed velocity data.
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Figure 6.15: Histogram velocities measured in the idealized basilar apex saccular aneurysm phan-
tom.

Figures 6.5a, 6.5b, 6.8a, and 6.8b show velocity measurements acquired manually as a method

to verify the automated flow measurements of figures 6.4a, 6.4b, 6.7a, and 6.7b respectively. These

figures display several hundred velocity measurements for each model, tracking dozens of individ-

ual particles, and covering the full vessel geometry. A side-by-side comparison of the manually

measured flow velocity and the automated flow velocity maps show that the overall shape of flow

appears consistent between the two methods. The average measured velocity in figure 6.5 was

found to be 19.4 cm/s, which is 9.7% greater than the 17.6 cm/s average flow velocity measured

with the automated method, likely due to far fewer measurements being made with the manual

method. The average measured velocity across all space shown in figure 6.8 was found to be 17.8

cm/s, which has a difference of just 1.13%, compared to the automated average velocity measure-

ment of 17.6 cm/s. A further comparison of the two methods is shown in the histograms comparing
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measured velocities for the bifurcated carotid artery phantom and internal carotid artery with ideal-

ized saccular aneurysm phantom in figures 6.16 and 6.17 respectively, which show great similarity

in velocity measurements between both manual and automated methods.79

Figure 6.16: Histogram comparing manual and automated X-PIV measurements for the bifurcated
carotid artery phantom.
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Figure 6.17: Histogram comparing manual and automated X-PIV measurements for the internal
carotid artery with idealized saccular aneurysm phantom.

6.3.3 Impact of Frame Rates on X-PIV

Figures 6.18 and 6.19 show the raw and averaged velocity measurements made using X-PIV for the

simulated frame rates and can be compared to the 1000 fps velocity maps in figure 6.10. From the

figures it can be seen that the number of velocity measurements quickly begins to drop off going

from 7684 velocity measurements for the 1000 fps image sequence, to 4205 for the 500 fps image

sequence, to 2735 for the 333 fps image sequence, to 2041 for the 250 fps image sequence, to just

1259 for the 200 fps image sequence. This is due in part to fewer frames, but is also evident in the

lack of velocity measurements in regions of higher flow velocity, such as the in-flow vessel. These

higher velocities with low frame rates cause a blurring of particles, making them more difficult to

detect.
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(a) (b)

(c) (d)

Figure 6.18: X-PIV measurements in the internal carotid artery with wide-necked saccular
aneurysm phantom made using the automated trackpy software for (a) 500, (b) 333, (c) 250, and
(d) 200 fps image sequences.
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(a) (b)

(c) (d)

Figure 6.19: Averaged X-PIV measurements in the internal carotid artery with wide-necked sac-
cular aneurysm phantom made using the automated trackpy software for (a) 500, (b) 333, (c) 250,
and (d) 200 fps image sequences.

Furthermore, the average measured velocity changes as frame rate changes as well. For the

1000 fps image sequence the average velocity for all time and space was 20.3 cm/s, but as the

frame rate was dropped that changed to 19.2 cm/s for 500 fps, 17.9 cm/s for 333 fps, 16.8 cm/s

for 250 fps, and finally 14.7 cm/s for 200 fps. This effect is due primarily to a lack of higher

velocity measurements as can be seen from figures 6.20 through 6.23 in which histograms the

relative frequency of measured velocities for simulated frame rates are compared to the ground

truth. As can be seen from the figures, the average velocity gradually shifts towards the lower end

as fewer high speed velocities are measured due to blurred particles becoming less visible.
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Figure 6.20: Histogram comparing the relative frequency of measured velocities for simulated 500
fps are compared to the ground truth. Both measurements were made via trackpy X-PIV.

Figure 6.21: Histogram comparing the relative frequency of measured velocities for simulated 333
fps are compared to the ground truth. Both measurements were made via trackpy X-PIV.
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Figure 6.22: Histogram comparing the relative frequency of measured velocities for simulated 250
fps are compared to the ground truth. Both measurements were made via trackpy X-PIV.

Figure 6.23: Histogram comparing the relative frequency of measured velocities for simulated 200
fps are compared to the ground truth. Both measurements were made via trackpy X-PIV.
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6.4 Discussion

The methods described in this chapter have enabled the experimental measurement of flow data in

patient-specific models due to the use of HSA. Though manual methods are crude, they do provide

real-world measurements that could improve our understanding of how vascular pathologies im-

pact blood flow velocities. Measurements from injected iodine contrast demonstrate great promise

since it is already approved for use in patients, however methods still need to be developed to

examine flow from iodine contrast. The velocity maps generated using the two X-PIV methods

described above demonstrate the capacity for HSA to be used in quantifying blood flow patterns.

While the two methods demonstrated reasonable agreement, there are some caveats to using both

methods.

For the manual tracking method, the user estimates the center of the particles with a mouse

pointer, which introduces some slight errors. However, since each particle is only 900 µm across,

these errors are small and averaging across many measurements should minimize their impact

on the velocity maps. In addition, since movement between individual frames is slight, the user

may have to progress multiple frames to achieve an appreciable change in particle position, often

resulting in a lower density of velocity measurements.

For the automated tracking method, the images must first be windowed and leveled to enhance

the signal from the particles. The exact window and level used for each sequence affects which

particles are recognized from one frame to the next. Also, due to quantum mottle in the image, the

software will occasionally misidentify background noise as a particle, if this misidentified noise

is near enough another particle, or if two particles come too close, the program may make an

error in tracking a particles movement and produce some outliers in the velocity measurements.

Some of these outlier velocity measurements can be seen most notably in the aneurysm sac shown

in figure 10A, where random white arrows (denoting high velocities) point in odd directions and

interrupt the clearly identifiable tracks of other particles. With further analysis and by carefully

selecting program parameters when performing X-PIV, it is believed that these extraneous velocity

125



www.manaraa.com

measurements can be further minimized or removed entirely.

Also of note, the cardiac pump simulates the different phases of the heart beating, but the ac-

quired velocity data is displayed for measurements made over the entire imaging sequence. Within

the sequence, flow varies despite the addition of a flow dampener to the loop. For the purposes of

this experiment the velocity data was averaged across time and space to provide simple velocity

maps, but in practice the data is time stamped and could be matched to a recorded cardiac cycle to

show variations in flow due to cardiac phase.

Varying frame rates impacts velocity measurements. Though flow patterns remain the approx-

imately the same, the velocity magnitudes are impacted as fast moving particles become more

difficult to resolve. It is uncertain what degree of precision is needed from the X-PIV measure-

ments in order to estimate the impact of pathology or of treatment, though even at 333 fps, there

does seem to be sufficient accuracy for use in the clinic.

6.5 Conclusion

New experimental methods of quantifying flow properties in patient-specific phantoms have been

presented. Flow measurements from injected iodine contrast and X-PIV have been demonstrated

to be effective methods for quantifying flow in a variety of both patient specific and idealized

geometries. The automated flow measurements were verified manually in two of the cases and

the difference was found to be minimal. The flow measurements made in the experiments provide

both qualitative and quantitative information regarding flow within vessels. These flow details can

be used in treatment planning or in validating results from computational methods. It is also hoped

that it may eventually be extended for use in the clinic to assess the effectiveness of endovascular

interventions if appropriate particles or if better methods for measuring injected iodine contrast

can be developed.
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Chapter 7

Summary and Future Works

7.1 Summary

With the high prevalence of stroke, and its high rate of mortality and morbidity, improved imaging

capabilities are needed to both diagnose and properly treat cerebral vascular pathologies. Min-

imally invasive EIGIs have become an important tool for treatment of many cerebral vascular

pathologies due to reductions in patient discomfort and recovery times and reductions in mortality

and morbidity. During these procedures, proper visualization of anatomical and interventional de-

vice detail becomes paramount to the success of the treatment. Conventional imaging with image

intensifiers and FPDs lacks the spatial and temporal resolution to resolve critical details that can

guide image-guided interventions. Improvements to both spatial and temporal resolution through

use of state of the art detectors can improve visualization of interventional device detail and place-

ment as well as provide insight into vascular flow detail. The imaging group at the Canon Stroke

and Vascular Research Center has worked to help develop these state of the art detectors and de-

velop new methods for their use in the clinic.

A new Canon detector with an integrated high spatial resolution ROI imager provides the im-

proved spatial resolution needed for EIGIs alongside standard spatial resolution. This new detector

was subjected to a variety of tests to assess the improved performance of the Hi-Def mode relative
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to the FPD mode in resolving image details. The first quantitative test performed on these detectors

was a measurement of the DQE for both detectors, and it was shown that for all spatial frequencies

above 0.2 lp/mm the Hi-Def mode of the detector outperformed the FPD mode. The generalized

performance of these detectors was also measured using generalized versions of the MTF, NNPS,

and DQE for both detector modes. These generalized metrics include factors such as image scatter

and feature blurring, and in spite of these deleterious effects the Hi-Def still outperforms the FPD

mode, albeit the improved performance is much reduced from the standard metrics due to blurring

effects negating some of the gains from improved spatial resolution. The final test performed was

an objective, quantitative test using the relative object detectability (ROD) family of metrics which

quantifies the relative detectors’ abilities to image objects. The ROD metric integrates the detector

DQE multiplied by the object functions for each spatial frequency taken in ratio with the same

quantity for another detector. The ROD metric was calculated for a variety of objects with various

diameters, and measurements showed that for all objects the Hi-Def mode had improved imaging

performance and achieved better than three times the performance of the FPD mode. The G-ROD

is calculated in a manner similar to the ROD but uses the generalized DQE in place of the detector

DQE. The G-ROD was performed in an identical manner to the ROD metric with various scatter

and magnification factors, and again the Hi-Def mode had improved performance over the FPD

mode with the degree of the improvement being highly dependent on the scatter and magnifica-

tion. The final measurement used was the GM-ROD which compares detectors’ ability to image

real-world objects. The GM-ROD was calculated for a pipeline stent object over a range of mag-

nification values and the results showed improved performance of the Hi-Def relative to the FPD.

Furthermore, when varying the integration bounds to focus on image detail, the Hi-Def achieved

nearly ten times the performance of the FPD mode at low magnification. Overall the Hi-Def mode

demonstrated improved image performance across all tests.

Anti-scatter grids improve image contrast by preventing scatter from reaching the detector.

The improved contrast comes at the cost of attenuation of the primary beam before reaching the

detector face and therefore increasing dose to the patient. The new Canon detector with Hi-Def
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mode is equipped with an anti-scatter grid, though the grid becomes less efficient for small FOVs.

The performance of the Hi-Def mode is assessed with and without the grid to assess its impact

on image quality. With the grid removed the Hi-Def demonstrates equivalent performance as

measured by the DQE relative to the photon fluence at the detector surface. If calculated from

the photon fluence measured just prior to the grid we see that the Hi-Def mode without the grid

provides superior image quality due to a reduction in image noise. These results are reflected in the

measured ROD metrics which demonstrate the improved performance of the Hi-Def mode without

the grid in place for small diameter objects. As a result, incorporating a removable grid in the

Canon Hi-Def detector can provide improved image quality for equivalent dose, or maintain image

quality for a reduced patient dose.

Image quality may also be impacted by motion, either of the patient or of the detector. Patient

motion can be unpredictable, but gantry motion can be predicted and accounted for. The magnitude

of gantry motion blur in individual projections was derived mathematically from parameters such

as rotational velocity, frame exposure time, and object positional data. The motion blur was verified

experimentally for projection images. Since the gantry is unlikely to frequently be in motion

during imaging, the impact of gantry motion blur is of greatest impact in acquiring CBCT image

data. To assess the degradation of CBCT due to gantry motion a fine featured pattern phantom was

simulated and simulated CBCT was performed for different imaging frame rates and the measured

blur was compared to the predicted blur demonstrating good agreement. Images reconstructed

from higher frame rates demonstrated reduced blur relative to lower frame rates.

Image quality can also be improved not just by improving spatial resolution, but also temporal

resolution. The Actaeon detector from XCounter has 100 µm pixels and can operated at up to 1000

fps, giving temporal resolution never before seen in the clinic. The high temporal resolution of the

Actaeon detector enables a new imaging protocol that we have termed high-speed angiography

(HSA). HSA has already been employed to reduce bluring in rapid CBCT and its applications are

being further explored for use in the clinic. HSA was used to provide qualitative assessment of

blood flow in patient specific 3D-printed phantoms. Initial experiments used pulsed imaging, but
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interruptions to visualization of flow detail proved frustrating and important flow detail was lost

during portions of the cardiac cycle. To maximize the visualization of flow detail, a new source was

obtained enabling the acquisition of continuous flow detail over a total of 2.4 seconds, allowing for

the visualization of flow detail across multiple cardiac cycles.

The visualization of blood flow detail can improve diagnosis and treatment of vascular pathol-

ogy. Understanding of the impact of flow patterns can be further developed through quantification

of blood flow. Methods for quantifying blood flow from 1000 fps HSA images have been de-

veloped. One of these methods relies on the manual tracking of injected iodine contrast and is

tedious for users. The remaining two methods tracked radio-opaque particles as they pass through

3D printed vessels in a procedure we have termed x-ray particle image velocimetry (X-PIV). The

first method of X-PIV also relied on manual particle tracking and the second used automated par-

ticle identification and tracking methods (through use of the software package trackpy) to quantify

vascular flow. The automated method was applied to five unique 3D printed vascular phantoms, re-

sulting in thousands of individual velocity measurements for each image sequence. The measured

velocities were mapped onto projection images and were compared to manual X-PIV methods for

quantifying flow. The two X-PIV methods demonstrated good agreement validating its capacity

as a tool for measuring flow. Lower frame rates were simulated and automated X-PIV performed

on the new image sequences. As the simulated frame rate dropped, the accuracy of the higher

velocity measurements dropped as well. 1000 fps HSA clearly provides the greatest accuracy of

flow measurements, but even at just 333 fps there still appears to be sufficient temporal resolution

to resolve most of the flow detail.

7.2 Future Works

7.2.1 Impact of Anti-Scatter Grid on Hi-Def Mode

The analysis performed on the Hi-Def mode with and without the anti-scatter grid was limited

in scope, measuring only a few of the imaging capabilities of the Hi-Def zoom mode. Further
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analysis needs to be performed to assess the impact of the grid on image quality using generalized

metrics. The GM-ROD metric could also be employed for assessing the impact of scatter and mag-

nification factors on imaging stents and other interventional devices. The above metrics are useful

in quantifying system performance, but to assess how the presence of an anti-scatter grid impacts

perception, a model observer such as the channelized Hotelling observer should be employed.

7.2.2 Quantification of Blood Flow with HSA

The use of particles in X-PIV provides an excellent tool for studying blood flow conditions in

phantoms. But to truly realize the full potential of HSA and its utility in quantifying blood flow,

new techniques are being developed that quantify the movement of iodine contrast in 3D printed

vessels using HSA image sequences. Once developed this tool could be ready for use in patients

as it requires only iodine contrast and exposures with sufficient fluence to visualize the injected

contrast. In addition, the energy discriminating nature of single photon counting detectors may

someday enable material separation, allowing for the isolation of iodine contrast from background

noise.

7.2.3 Time Dependent Comparative Metrics

The imaging group at the University at Buffalo is seeking to promote the development of more

high-speed detectors for future use in the clinic. As high-speed detectors become more com-

mon, new methods will be needed to compare the time-dependent performance of detectors. Work

has already begun to quantify a temporal modulation transfer function and temporal noise power

spectrum.80 With these two measurements, it should be possible to develop a temporal detective

quantum efficiency metric. This opens up the possibility of developing a new family of temporal

relative object detectability (t-ROD). These new metrics would allow for an assessment of tempo-

ral and spatial properties of new detectors and enable an objective comparison in their abilities to

resolve critical image detail.
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7.3 Conclusions

Endovascular image-guided interventions need improved image resolution in both the temporal

and spatial domain. The imaging group at the Canon Stroke and Vascular Research Center has

worked to develop, characterize, and further promote the development of detectors that improve

image resolution. As the work has continued these detectors have begun to be implemented into

the clinic for use in interventional procedures. The high spatial resolution detectors have already

begun to impact procedures and our group has received positive feedback from physicians. This

group has also sought to develop methods that could take advantage of the high temporal resolution

provided by new single photon counting detectors to quantify blood flow and reduce image blur-

ring due to gantry motion. As further development is pursued these tools will be further expanded

and methods for quantifying performance will also need to be developed. Though use of high spa-

tial and temporal resolution detectors may necessitate a higher dose rate to maintain image quality,

it is believed by this group that the improved visualization of image detail may lead to shorter pro-

cedures due to the ability to more quickly ascertain conditions from improved image visualization,

thus lowering patient dose over the procedure. High-speed angiography also provides new tools

that could expand the capabilities of interventional procedures, improving treatment outcomes,

and enabling new measurements that could broaden our understanding of vascular pathologies and

their treatment methods.
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